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Abstract: Online social networks, such as Facebook, Twitter, LinkedIn, etc., have grown exponentially in recent times 
with a large amount of information. These social networks have huge volumes of data especially in structured, textual, 
and unstructured forms which have often led to cyber-crimes like cyber terrorism, cyber bullying, etc., and extracting 
information from these data has now become a serious challenge in order to ensure the data safety. In this work, we 
propose a new, supervised approach for Information Extraction (IE) from Web resources based on remote dynamic 
editing, called EIDED. Our approach is part of the family of IE approaches based on masks extraction and is articulated 
around three algorithms: (i) a labeling algorithm, (ii) a learning and inference algorithm, and (iii) an extended edit 
distance algorithm. Our proposed approach is able to work even in the presence of anomalies in the tuples such as 
missing attributes, multivalued attributes, permutation of attributes, and in the structure of web pages. The experimental 
study, which we conducted, on a standard database of web pages, shows the performance of our EIDED approach 
compared to approaches based on the classic edit distance, and this with respect to the standard metrics recall 
coefficient, precision, and F1-measure. 
 
Index Terms: Information Extraction, Mask Induction, Inductive Learning, Edit Distance, Alignment, Edit Operations. 
 
 

1.  Introduction 

1.1.  Context and Issues 

The web has become one of the richest sources of information and a medium of choice for finding the answer to a 
need for information. On the web you can find various sources of useful information such as telephone directories, 
product catalogs, search engines, etc. However, if the answer to a given need can potentially be found on the Internet, 
the volume of information made available to users can make this task complex. This volume of data is both a problem 
(how to find the right information?) and also an opportunity because the redundancy makes it possible to automatically 
identify relevant sequences in the texts (in particular by learning methods) [1]. For example, to find the cheapest price 
of a product, it is then necessary to interrogate several different data sources. Then, in each source, you have to browse 
a list of results presented on several pages. Eventually, once the answers are found, they will need to be extracted and 
stored. In this introduction, we first present the working context. Then we focus on the problem. And we end with the 
report's organizational plan. Finding relevant information on the web that meets a user's query requires first locating 
that information on a web page, i.e. extracting relevant information from web pages. Nowadays, search engines only 
locate keywords on web pages. The purpose of Information Extraction (IE) is to structure information relevant to a 
particular domain. It involves identifying instances of an event or relationship class and extracting its attributes. The 
information is first extracted, to then be used to deduce more complex facts by inferences or by the resolution of 
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coreferences. 
Since its appearance, the Web has not stopped evolving by integrating more and more services for customers who 

are becoming more and more numerous. The new generation of the web called the Semantic Web promises to provide 
an environment for translating the structure of web pages into meaningful content [2]. This will be possible through the 
work carried out in the field of IE. Therefore, Semantic Web would be a vast space for the exchange of resources 
between machines allowing the exploitation of large volumes of information and various services, helping users by 
freeing them from a (large) part of their research work, and a combination of these resources. This visionary proposal 
builds on the considerable success of the Internet. It also aims to take advantage of the growing digitization of 
collections and the generalization of the production of documents in a standardized format or structured using XML. 

Today, the technological effort is made and the desire to have consensual resources is real: the W3C has set up 
several working groups which have defined standards compatible with XML. This choice is justified by the desire that 
the knowledge and information thus represented be associated with the documents as metadata, and treated in a 
homogeneous manner with the marks describing the structure of the data. The artificial intelligence and knowledge 
engineering scientific community as a whole has embraced this project and has embraced it with enthusiasm. Proof of 
this is the explosion in the number of works, conferences, and reviews on the Semantic Web since 1999. 

1.2.  Contribution 

In the framework of this work, we propose a new approach, articulated around different modules, in order to 
ensure an efficient information extraction based on the dynamic edit distance from Web resources. The main 
contributions of our solution are summarized into the following points: 

 
• Proposing a first Web page labeling module that allows the user to specify the architecture of a Web page. 

This module exploits the particularity of XML extended markup language to store the label of the Web page 
in an XML file. 

• Developing a second inductive mask learning module to calculate the similarity threshold between user-
specified records. It also allows you to create the information extraction rule based on the Costs matrix which 
defines the costs of elementary operations on tokens. 

• Implementing a third inference module makes it possible to extract the relevant tuples from a web page while 
considering the learned parameters. 

1.3.  Paper Organisation 

The rest of this article is organized as follows. In section 2, we review the classifications of IE approaches and we 
highlight IE approaches from web resources. Therefore, we introduce in section 3 our proposed approach for 
Information Extraction from Web pages based on Dynamic Editing Distance: EIDED. In section 4, we present the 
obtained results of the performance tests of this new approach and we provide an in-depth discussion. Finally, in section 
5, we conclude by summarizing the proposed work and we give the main prospects for the proposed approach. 

2.  Related Works 

In recent years, several IE approaches have been proposed. In [3-5] authors have proposed a Pertinence Feedback 
and Semantic Networks for Goal's Extraction as well as a Relevance Feedback for Goal's Extraction from Fuzzy 
Semantic Networks and A QoS-aware approach for discovering and selecting configurable IaaS Cloud services. The 
MUC (Message Understanding Conferences) data warehouse inspired early work in IE. The contribution of the MUC 
warehouse in the field of IE even leads researchers to classify IE approaches into two classes. The first class of MUC IE 
approaches: AutoSolg [6], LIEP [7], PALKA [8], etc. And the second class of IS approaches after MUC: WIEN [9], 
SoftMealy [10], WHISK [11], etc. 

In [12], the authors proposed an approach for validating web information extractors. This approach relayed on 
applying performance metrics for measuring the effectiveness of web IE models. Ranjan et al. in [13], used IE models 
for generating a profile for a given person. In fact, they introduced a system that extract information about a person 
from available data on social media, and then rank the extracted information using Machine learning [13,14]. In the 
same context, Patnaik and Babu in [15] and Ramalingram et al. in [16] proposed very similar approaches based on deep 
learning models for information extraction using You Only Look Once and Long Short-term Memory (LSTM) 
networks in order to proactive failure prediction of the web pages’ URL. These models were mainly proposed to 
overcome issues related to dynamic changes in web pages’ layout.  

As an application on the financial field, the authors in [17] used deep learning and improved Hidden Markov 
Models for extracting financial information from Web pages and they obtained good results. Moreover, Nair et al. in 
[18] proposed a novel IE approach applied on medical domain. In fact, they aimed to extract diseases symptoms from 
medical websites using NLP techniques and a medical vocabulary. In order to automatically extract structure 
information from web pages, the authors in [19] introduced WebFormer, a Web-page transFormer model that tries to 
solve the problem of the diversity of web layout patterns. For reaching the same purpose, the authors in [20] proposed 
to pre-train a transformer model (WebFormer) according to a set of four objectives based on the structure of the web 



Dynamic Editing Distance-based Extracting Relevant Information Approach from Social Networks 

Volume 14 (2022), Issue 6                                                                                                                                                                         3 

documents. 
The purpose of the induction mask is to automatically produce a mask that is used to extract relevant information 

for an information source. We can classify induction mask approaches into four categories: Manual IE approaches, 
Supervised IE approaches, Semi-supervised IE approaches, Automatic IE approaches. In the following section, we 
outline for each class the IE approaches most cited in the literature. 

2.1.  Supervised IE Approaches 

Supervised mask induction approaches accept as input a set of indexed web pages. These approaches make it 
possible to flip an induction mask. The user first provides a set of tagged pages and the approach can suggest which 
pages to add up for the user to index via the GUI.  In what follows, we mainly highlight approaches to IE that use the 
construction of masks in a supervised way. 

A.  WIEN (Environment Induction Wrapper) 

In this work on the induction of masks [20,21,9], Kushmerick et al. have, on the one hand, proposed a first 
formalization of the mask construction problem for a Web information source and, on the other hand, have 
implemented a mask induction system: the WIEN system. The formalization of Kushmerick et al. gave rise to a first 
method of inducing masks from indexed example pages. However, the performance of the algorithms can be improved 
by reducing the candidate space with a finer analysis of the constraints.  

B.  SoftMealy 

The SoftMealy [10] mask induction approach mainly tries to provide a solution to the problems of attribute 
ordering and missing attributes. The extraction rules that he seeks to build must take into account the different 
permutations of the attributes that appear in the occurrences of the relation to be extracted. The representation of 
extraction masks by SoftMealy is based on finite state automata FST (Finite State Transducer). Moreover, SoftMealy is 
no longer based on delimiters but on separators. A separator is used to characterize a position both from the text located 
just before this position and from the text located just after. A separator then takes into account both what is to the left 
and to the right of the position it determines. This position corresponds either to the beginning or to the end of a value. 
Thus, even the format of the content of this value is taken into account by the separator. 

2.2.  Semi-supervised IE Approaches 

As opposed to supervised IE approaches, semi-supervised approaches accept an approximate example introduced 
by users for the extraction mask generation. Semi-supervised IE approaches do not require any indexed pages for 
training. This minimizes human intervention.  

A.  IEPAD (Information Extraction Based on Pattern Discovery) 

IEPAD is a semi-supervised IE approach that requires user intervention to choose from the generated patterns and 
correct the patterns so that they can fully extract all values without extracting too many. The choice of patterns is not 
always easy because the user does not necessarily have the knowledge necessary to understand the patterns. Moreover, 
it is not necessarily easy for the user to understand the effects of the different parameters (the thresholds for each of the 
measurements) on the extraction. Furthermore, the implicit assumption that the textual parts are indivisible is 
problematic. Indeed, it happens that several pieces of information of different natures that need to be separated are 
found in the same textual part. 

B.  Automatic IE Approaches 

Unsupervised IE approaches do not employ any example indexed pages and do not require any human intervention 
to produce an extraction mask. Unlike supervised IE approaches where data mining is specified by users. For automatic 
IE approaches data extraction is defined as data that is used to produce in-page text or unindexed text in regions of the 
input page [22]. In some cases, several schemas may conform to the learned pages due to the presence of irrelevant 
attributes, leading to ambiguity [23]. The choice for determining the correct scheme is left to the users. On the contrary, 
if all the attributes are relevant, only one schema is necessary for the extraction. Automated IE approaches include 
RoadRunner, MDR (Mining Data Records), DEPTA (Data Extraction Based on Partial Tree Alignment), GCNTree 
(Graph Convolutional Model on Tree Structure) [24], TBPM (Tree-Based Pattern Matches) [25], Network Topology 
Coincidence Degree [26], etc. 

3.  Proposed IE Approach based on Dynamic Editing Distance 

We present in this section our approach to handle the problem of IE from Web pages. First, we emphasize our 
preliminary idea. Then, we discuss the general architecture of our EIDED approach and the block diagram. After that, 
we present the different EIDED algorithms. Then, we explain our approach with an illustrative example. And finally, 
we end with the study and the results of the experiment. Our approach is part of the family of IE approaches based on 
an extraction mask with anomaly management. Our EIDED approach is supervised and It is composed of two 
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algorithms: a learning algorithm and an inference algorithm. Furthermore, it is based on the extended edit distance 
algorithm. 

In our approach, we have defined a web page as a sequence of tokens. Each token represents the basic unit of 
information in a web page and can take the form of a single character, an HTML tag, a string, etc. We have used the 
term view and the typographic view. In our approach, we deal with anomalies that can occur in web pages. EIDED 
consists of three core modules: Web page labeling module, Learning module and Inference module. 

3.1.  Architecture of a Web Page 

We based our definition of the structure of Web pages on that used by SoftMealy [10]. We have noticed that a web 
page is made up of a set of web objects. Each web object is made up of a record. A record contains a set of attributes. 
Therefore, a web page consists of two main areas: record area and attribute area. The record area represents the record 
to extract. The attribute zone represents the text fragment to be extracted contained in the record. We will call record, 
the tuple to extract and the attributes of styles which include the attributes. 

3.2.  Token Classes 

A web page can be defined as a sequence of tokens where each token belongs to a class of tokens. In the following 
table 1, we present the alphabet representing the twelve classes of tokens that we will use with their examples: 

Table 1. Description of different used classes. 

Class Sub-class Description 

Class 1 

C1 Uppercase character string:  

C2 A string starting with an uppercase letter and followed by at least one lowercase 

C3 A string starting with a lowercase letter and followed by zero or more characters: . 

C4 A numeric string: . 

C7 Punctuation symbol: . 

C12 A generic string representing any class of the classes already listed. 

Class 2 

C5 An opening HTML tag: . 

C6 A closing HTML tag: . 

C8 An opening HTML tag representing a control character: , , and , etc. 

C9 A closing HTML tag representing a control character. 

C10 An opening HTML tag representing an element of a list: . 

C11 A closing HTML tag representing an element of a list: . 

3.3.  General Architecture of EIDED 

EIDED is built around three core modules: a module for labeling training examples, a module for training 
examples, and an inference module for extracting relevant tuples. The web page labeling module receives as input a 
web page and the schema. The schema specifies the number of relevant fields and their respective names. It is given by 
the user. The label module is used to build the training examples. By using this module, the user indexes relevant 
information in a web page. The indexed web pages will serve as inputs for the learning module in order to learn the 
extraction mask (IE rule). Our inference module aims to extract the different tuples contained in a web page based on 
the extraction mask obtained at the output of the learning module. 

3.4.  Different Basic Modules of EIDED 

Our approach can be summarized in three modules. In what follows, we will detail each of these modules 
separately. 

A.  Web Page Labeling Module 

As described in algorithm 1, this module allows you to specify the architecture of a Web page. It specifies the 
beginning and the end of each zone in the page. The web page labeling module receives as input a web page and a 
schema. It allows to index the relevant fields in the page. The web page labeling algorithm allows the user to specify the 
boundaries of different areas within the page. Algorithm 1 takes as input a web page and its schema and returns the 
indexed page. 
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Algorithm 1. Web page labeling algorithm. 
Algorithm Label 
Input : web page, its schema 
Output : Label of a web page 
1. Begin 
2.  L<—[] 
3.  Specify the n Ei records 
4.  L<—[E1, E2, …En] 
5.  For each Ei in [E1, E2, …En] do 
6.   Specify the k attributes Ai, 1<i<=k of the record Ei 
7.   Ei<—[A1, A2, …Ak] 
8.  end 
9. return(L) 
10. End. 

B.  Learning Module 

The indexed web pages obtained by the user using the web page labeling module will serve as inputs for the 
learning module. The learning algorithm determines the extraction mask of the indexed web pages. This mask is 
defined by the set of indexed "record" zones where each token of the record is generalized using one of the twelve 
classes of tokens already defined. To deal with anomalies that may exist in the records, we calculate the degree of 
similarity between the different identified records using the edit distance. To determine the degree of similarity between 
records, we defined the following Similarity function: 
 

𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺:ℕ× ℕ:→ [𝟎𝟎,𝟏𝟏] 
 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝐸𝐸1,𝐸𝐸2) = 1
1+𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝐸𝐸1,𝐸𝐸2)                                                            (1) 

 
𝑊𝑊ℎ𝑒𝑒𝑒𝑒𝑒𝑒:𝐸𝐸1,𝐸𝐸2𝑎𝑎𝑎𝑎𝑎𝑎 𝑡𝑡𝑡𝑡𝑡𝑡 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟. 
 

We have seen that the edit distance already defined in section 2 measures the number of elementary operations to 
go from one string to another. An elementary operation is an edit operation on the tokens to transform one sequence of 
tokens into another. We have four basic operations: 
 

• Inserting a new token from Sequence1 into Sequence2. 
• Deleting a token from Sequence1. 
• Substitution of a Sequence1 token with a Sequence2 token. 
• Equality of a Sequence1 token with a Sequence2 token. 

 
For two records that have an editing distance of 0; this means that it is the same recording. The degree of similarity 

between these two records is equal 1 since the edit distance is equal 0. Moreover, for two more and more different 
recordings, the editing distance increases. We will have the degree of similarity between these two records weakens. 

Our learning algorithm 2 accepts pairs of web pages and their respective labels as input. It returns an extraction 
mask. This mask is formed by the record structures specified by the user during the web page labeling module, the 
similarity threshold and the cost matrix. Below is the statement of the learning algorithm 2. 

In our learning algorithm 2, we set the similarity threshold as follows: 
 

𝑇𝑇ℎ𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑜𝑜𝑜𝑜𝑜𝑜_𝑆𝑆𝑆𝑆𝑆𝑆 = max
𝐸𝐸1 ,𝐸𝐸2

(𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝐸𝐸1,𝐸𝐸2))                                             (2) 

 
This equality indicates that the similarity threshold is set to the maximum value of the Similarity function. The 

purpose of this choice is to promote precision despite the recall coefficient. As an indication, the similarity threshold 
can be chosen at the minimum value of the similarity function. In this case, the recall coefficient is favored in spite of 
the precision. Learning the extraction mask is done in three phases: (i) Learn about different record structures, (ii) 
Learning the similarity threshold. And (iii) Learning the costs of token operations. 
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Algorithm 2. Learning Algorithm 

Algorithm for Learning 
Input: {(PageWeb, Label)} 
Output: Extraction mask (Learned Record Structure, Similarity Threshold, Cost Matrix) 
Begin 
1.  For each couple of web pages do 
2.   For each pair of records (Ei, Ej) in the Web pages do 
3.    Calculate editing distance: Editing Distance(Ei, Ej) 
4.    Calculate degree of similarity: Similarity(Ei,Ej)=  
5.    Determine alignments: Alignment 
6.   End 
7.  End 
8.  Determine the different structures of learned records: Learned Record Structure 
9.  Determine the similarity threshold: Threshold_Sim=max(Similarity) 
10.  For all recordings do 
11.   Build the cost matrix: Matrix_Costs 
12.  End 
13.  Return Extraction Mask(Struct_Energ_Learned, Threshold_Sim, Matrix_Costs) 
End. 

a.  Learning Record Structures and Similarity Threshold 

For the inference process to extract the different records, the learning module must determine the different 
structures of the records seen in the learned web pages. The second step in learning the extraction mask is to determine 
the degree of similarity between the learned records. This step makes it possible to set an authorized error threshold in 
order to affirm that a tuple is relevant. 

b.  Learning About Costs 

Cost learning serves to make the classical edit distance algorithm dependent on the learned examples since it 
allows to determine the costs based on the learned examples. The classic edit distance algorithm is based on static costs. 
Indeed, the cost of an operation on a token is equal 0 or is equal 1. We intend to use dynamic costs to take into account 
the learned examples. Additionally, an anomaly that may occur in the records of a web page may take one of the 
following forms: 

 
• Inserting a new token from Record1 into Record 2. 
• Deleting a token from Record 1. 
• Substitution of a token from Record1 with a token from Record 2. 
• Equality of a token from Record1 with a token from Record 2. 

 
Based on this formalization, the cost learning phase can be divided into two tasks. The first task is to determine the 

different alignments between the different learned Web page pair records. The second task consists in calculating the 
cost of an elementary operation on a token while considering the alignments. We recall that we have four elementary 
operations: 

 
• Inserting a new token from Sequence1 into Sequence 2. 
• Deleting a token from Sequence1. 
• Substitution of a Sequence1 token with a Sequence 2 token. 
• Equality of a Sequence1 token with a Sequence 2 token. 

 
To define the costs of operations on the tokens, we will draw up the cost matrix which determines the degree of 

contribution of each token in the calculation of the degree of similarity. Equation 3 shows the matrix structure: 
 

                                                             𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡1 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡2 … 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡12 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = �
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶1,1 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶1,2
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶2,1 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶2,2

… 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶1,12
… 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶2,12

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3,1 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3,2 … 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3,12

�
𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
                                                (3) 

 
Where, Cost: determines the value of the cost of an operation on a token. To calculate the costs of token operations, we 
determine in the alignments seen during training the costs by the following function (equation 4): 



Dynamic Editing Distance-based Extracting Relevant Information Approach from Social Networks 

Volume 14 (2022), Issue 6                                                                                                                                                                         7 

𝑊𝑊ℎ𝑒𝑒𝑒𝑒𝑒𝑒,𝑂𝑂: 𝑡𝑡ℎ𝑒𝑒 𝑠𝑠𝑠𝑠𝑠𝑠 𝑜𝑜𝑜𝑜 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 
𝐽𝐽: 𝑡𝑡ℎ𝑒𝑒 𝑠𝑠𝑠𝑠𝑠𝑠 𝑜𝑜𝑜𝑜 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 

 
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶:ℕ× ℕ → [0,1] 

 
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑡𝑡ℎ𝑒𝑒 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑒𝑒 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑒𝑒 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎, 
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑎𝑎𝑎𝑎 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓: 

 

�
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑜𝑜, 𝑗𝑗) = 0    𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑜𝑜𝑜𝑜 𝑡𝑡𝑡𝑡𝑡𝑡 𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑜𝑜, 𝑗𝑗) = 1− 𝑥𝑥
𝑦𝑦

,𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒                                                      (4) 

 
𝑊𝑊ℎ𝑒𝑒𝑒𝑒𝑒𝑒: 𝑜𝑜 ∈ 𝑂𝑂; 𝑗𝑗 ∈ 𝐽𝐽 
𝑥𝑥:𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑒𝑒 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑒𝑒 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 
𝑦𝑦:𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 

 
In fact, the function cost determines the degree of appearance of the token operation in the alignments inferred 

from learned web pages. In other words, for an operation on a token seen in the learned alignments, we try to reduce the 
value of its cost compared to the static cost which is equal to 0. The function cost can delegate its work to four other 
functions: 

 
• Costinsertion for the cost of the elementary operation of token insertion. 
• Costremoval for the cost of the elementary operation of token removal. 
• Costsubstitution for the cost of the elementary operation of token substitution. 

C.  Inference Module 

Our inference module aims to extract the different tuples based on the extraction mask obtained from the learning 
module. To recognize that a tuple is relevant, one must calculate the degree of similarity between the sequence of 
tokens and the structures of the learned records while considering the costs of the learned operations. Our inference 
algorithm3 allows to extract the tuples contained in a web page. In the following, we present the statement of the 
inference algorithm3. 

Algorithm 3. Algorithm of inference. 

𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀 𝐨𝐨𝐨𝐨 𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢  
Input: Web page 
           Extraction mask 
𝐁𝐁𝐁𝐁𝐁𝐁𝐁𝐁𝐁𝐁 
1. 𝐅𝐅𝐅𝐅𝐅𝐅 the selected record Ei 𝐟𝐟𝐟𝐟𝐟𝐟𝐟𝐟 E1 to En 𝐝𝐝𝐝𝐝 

2.𝑫𝑫𝑫𝑫𝑫𝑫𝑫𝑫𝑫𝑫𝑫𝑫: Ei the length of selected record 
3.𝑫𝑫𝑫𝑫𝑫𝑫𝑫𝑫𝑫𝑫𝑫𝑫: F 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑜𝑜𝑜𝑜 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ n 
4.𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂: the dynamic editing distance: 
5. Dynamic_Editing_Distance(F, Ei) = Dynamic_Editing_Distance(F, Ei) 
6.𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂𝐂 the similarity degree: 

7. Similarity(F, Ei) =
1

1 + Dynamic_Editing_Distance(F, Ei)
 

8. 𝐈𝐈𝐈𝐈 Similarity(F, Ei) ≥ 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑦𝑦𝑡𝑡ℎ𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑜𝑜𝑜𝑜𝑜𝑜  𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓 
9. F is a relevant tuple 

10.𝐄𝐄𝐄𝐄𝐄𝐄 𝐈𝐈𝐈𝐈 
11. Move the window F forward 

12.𝐄𝐄𝐄𝐄𝐄𝐄 𝐝𝐝𝐝𝐝 
𝐄𝐄𝐄𝐄𝐄𝐄 

 
In the inference algorithm 3, we fixed the length of the window F as follows: 

 
𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊ℎ𝐹𝐹 = 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝐸𝐸𝐸𝐸                                                   (5) 

 
This condition indicates that the length of the window F is equal to the length of the learned record. The extraction 

of a sequence of tokens is done based on the learned record. Hence the need to set the size of the sliding window to the 
length of the learned record. We have set the condition for extracting a relevant tuple as follows: 

 
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 >= 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑦𝑦𝑡𝑡ℎ𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑜𝑜𝑜𝑜𝑜𝑜                                                                        (6) 
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This condition makes it possible to authorize a margin of error on the similarity which is calculated based on the 
dynamic editing distance algorithm greater than a certain learned threshold. To extract the different tuples found in a 
web page, the inference algorithm 3 uses Algorithm 4 to determine the dynamic edit distance between the window and 
the learned records. 

Algorithm 4. Dynamic editing distance algorithm. 

Algorithm Dynamic Editing Distance 
Input :  String Sequence 1, String Sequence 2 
              Declare a matrix of integers [0…SL1, 0…SL2] 
  /*SL 1 is Sequence length 1, SL2 is Sequence length 2*/ 
  Declare the integers i, j, Cost 
Output : d[LS1, LS2]  /* the dynamic editing distance between two strings*/ 
Begin 
1.  For i from 0 to SL1 do 
2.   d[i, 0] 
3.  end do 
4.  For j from 0 to SL2 do 
5.   d[i, 0] 
6.  end do 
7.  For  i from 1 to SL1 do 
8.   For j from 1 to SL2 do 
9.    If chain1[i-1]=chain2[j-1] then 
10.     Cost <— 0 
11.    else 
12   Cost <— token substitution cost 
13.   d[i, j] <— min(d[i-1, j]+token insertion cost, d[i, j-1]+token removal cost, d[i-1, j-1]+ cost) 
14.   End if 
15.  End do 
16. End do 
End. 

 

4.  Experimentation and Analysis of Results 

In this section, we carry out an experimental comparison of our proposed models and 2 other well-known models 
in the literature. We have to mention that the experimental study was performed on an intel (R) CoreTM i7 machine with 
a clock frequency of 2.3 Ghz and 16 GB of RAM running Windows 10 and JavaScript programming language for 
implementing all the proposed algorithms. 
4.1.  Test Data 

We worked on the standard basis of web pages describing the official telephone codes of different countries. We 
tried to compare the performance of our EIDED approach with that of the IE approach based on the classic edit distance 
and the SoftMealy approach. We considered five collections of web pages that exhibit different types of anomalies. We 
have tried to extract for each web page the different tuples it contains. The results are summarized in Table 2. 

4.2.  Testing Metrics 

To test the performance of EIDED, we tried to compare it with IE's approach based on the classic edit distance and 
with the SoftMealy approach based on the three standard measures: recall, precision, and the F1-measure. 

The recall is defined by the number of tuples retrieved and relevant by the total number of tuples on the page: 
 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

                                                                              (7) 
 
Where NTPE represents the number of relevant tuples extracted and NTTP is the total number of tuples in the Web 
page. 

Accuracy is defined by the number of tuples extracted and relevant by the number of tuples extracted: 
 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
𝑁𝑁𝑁𝑁𝑁𝑁

                                                                            (8) 
Where: NTE is the number of tuples extracted. 

The F1-measure is defined by the product of recall and precision multiplied by two by the sum of recall and 
precision:
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𝐹𝐹1𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = 2∗𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅∗𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅+𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

                                                                  (9) 
 

4.3.  Experimentation and Analysis of Results 

We have represented the comparative curves of three evaluation metrics recall, precision and F1-measurement in 
the following three figures: 2, 3 and 4. 

Table 2. Table summarizing the results obtained after simulation. 

 Set of Web page S0 
(11pages) 

S1 
(22pages) 

S2 
(37pages) 

S3 
(45pages) 

S4 
(69pages) 

 total number of tuples 37 70 122 143 228 

Proposed approach 
EIDED 

Number of tuples extracted 45 33 58 71 111 

Number of pertinent tuples 
extracted 32 25 46 55 84 

IE based on classical 
Euclidean distances 

Number of tuples extracted 32 20 34 36 58 

Number of pertinent tuples 
extracted 23 15 27 25 46 

SoftMealy 

Number of tuples extracted 27 13 32 29 45 

Number of pertinent tuples 
extracted 8 11 20 26 45 

 
We have represented the results obtained in table 2 on a histogram in Figure 1. For each set of web pages, the left 

bar represents the number of tuples extracted (NTE) for each approach and the right bar represents the number of 
relevant tuples extracted (NTPE). 
 

 
Fig.1. Histogram of the results obtained. 

We note that the number of tuples extracted by our EIDED approach is higher than that by the IE approach based 
on the classic edit distance since we exploited the notion of dynamic costs. Moreover, the number of tuples extracted by 
EIDED is higher than that of the SoftMealy approach because this approach is based on deterministic automata; it does 
not allow anomalies in the tuples. The effectiveness of our approach increases further when the pages’ number increases 
from one set to another. In our inference algorithm, we chose an error threshold to favor precision despite the recall. 
This choice can be read in figures 2 and 3. 

We notice that the three curves follow the same shape because the learning instances are the same for the three 
approaches. Moreover, there is a fall in the shape of the three curves since S0 is the learned set. Figure 3 clearly 
illustrates that the recall of EIDED is always superior to the recall achieved by the other two approaches: classical edit 
distance-based IE and SoftMealy. The gap between EIDED and the other two approaches grows as the number of web 
pages increases. 

We notice that the accuracy of our EIDED approach is generally superior to that of the classical edit distance-
based IE approach and the SoftMealy approach. Moreover, SoftMealy has a very varied appearance according to the
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number of Web pages; which is not desirable. On the contrary, EIDED has almost the same constant pace. The accuracy 
of EIDED is slightly better than the classic edit distance-based approach of IE.  

 

 
Fig.2. Comparative recall curve. 

The F1-measure is used to measure the performance of an IE approach. It combines recall and precision in a single 
expression. We notice that the shape of the curve of the SoftMealy approach does not exceed the value. On the contrary, 
the curves of our EIDED approach and of the IE approach based on the classic edit distance look almost the same. 
Figure 4 clearly illustrates that the F1-measure of EIDED is always higher than that achieved by the other two 
approaches. Moreover, the F1-measure of EIDED has no value less than. This explains the performance of our EIDED 
approach compared to the other two approaches. 
 

 
Fig.3. Accuracy comparison curve 

 
Fig.4. Comparative curve of the F1-measurement 

4.4.  Discussion 

We have proposed a new approach to relevant IEs for semi-structured web pages. Our EIDED approach is able to 
detect several anomalies at the same time, for example, missing attributes, attribute permutations, etc. This is made 
possible by exploiting the architecture of a web page and the dynamic edit distance algorithm. 

Our EIDED approach requires few learning examples compared to the other approaches tested. When the trained 
web pages represent the hypothesis sought, the number of training examples tends to decrease. In some cases, a single 
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training example is enough to achieve good performance. The user can intervene at any time to improve the learned 
rules by adding new learning examples. The learning and inference modules are independent of the lexical analyzer 
used. Indeed, the tokens are replaced in the learning and inference process by the numbers of the respective class. 

IE rules are based on token transaction costs. These rules play the role on the one hand for the IE since it serves to 
measure the degree of similarity between the records and on the other hand for the definition of the degree of token 
contribution in the calculation of the dynamic edit distance. 

Experimental results obtained on several test web pages show the superior performance of our EIDED approach 
compared to that of the classic edit distance-based IE approach and the SoftMealy approach with respect to all three 
metrics: precision and F1-measurement. Moreover, EIDED's F1-measurement keeps a constant value for an increasing 
number of Web pages. This is a good performance indicator of our EIDED approach since the number of web pages on 
the Internet is constantly increasing. 

Our proposed model can be used in many domains related to Information Retrieval and Semantic Web fields [27], 
such as, Web document indexing [28], Author Profiling [29], Social Network safety and security [30], etc. 

5.  Conclusion and Prospects 

5.1.  Summary 

In this work, we reviewed web-based IE approaches by classifying them into four classes: manual, semi-
supervised, supervised, and automatic information retrieval approaches. Based on this study, we developed our EIDED 
approach for relevant IEs from web resources by learning inductive masks. Our EIDED approach is able to work even 
in the presence of anomalies in the records and in the structure of a web page. The definition of the structure of a Web 
page, allowed us to develop a simple learning algorithm and an efficient inference algorithm while considering the 
notion of dynamic editing distance. We tested and compared our EIDED approach with two other SoftMealy 
approaches and the classic IE approach based on edit distance on a standard web page basis. Overall, EIDED showed 
several advantages over these two approaches. We noticed that EIDED is more efficient since the recall and the F1 
measure are always higher than the other models. Regarding Accuracy, our model has been outscored by SoftMealy 
when the number of web pages’ set is greater to 53, but it remains stable during the test and provides a good accuracy 
for all the page’s sets, in opposite to the other models. This good finding can be explained by the fact that our proposed 
model can extract more relevant tuples than the other two approaches which increases the recall and the accuracy and, 
subsequently, increases the F measure. 

5.2.  Prospects 

Although the extraction masks used by our inference algorithm efficiently extract tuples from a web page, 
nevertheless, these masks become inefficient when the general structure of the information source changes. Our first 
direction is therefore to solve this problem by developing another mask reconstruction module based on the results 
provided by the inference module. Users express their requests through the specification of the Web page, but our 
EIDED approach does not allow the latter to specify the attribute he needs. Our second direction is to improve the 
inference module so that the user can express the relevant attributes he needs. The third direction is to conduct a more 
in-depth comparative study between the main approaches studied in the literature in order to give more amplification to 
scholars and practitioners on how to effectively extract information from web resources. 
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