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Abstract—The particle swarm optimization (PSO) algorithm 

is applied to the problem of blind parameter estimation of 

frequency hopping signals. For this target, one Time 

Frequency representation such as Smoothed Pseudo 

Wigner-Ville Distribution (SPWVD) is computed firstly. 

Then, the peaks on TF plane are searched using multi-

species PSO. Each particle moves around two dimension 

time and frequency plane and will converge to different 

species, which seeds represent the centers of frequency 

hopping components. A numerical study is carried out for 

signals which are embedded in a very low SNR ratio noise. 

Results show that the new method is feasible and much 

more robust than some existing estimation algorithms.                   

 
Index Terms—parameter estimation, particle swarm 

optimization, frequency hopping signals, time frequency 

representation 

      

I． INTRODUCTION 

Frequency Hopping (FH) systems have been widely 

used due to the inherent security features, such as low 

probability of interception and detection, good capability 

against interference and hostile jamming in military 

communications. As the precondition of interception and 

interference, estimation and tracking the parameters of 

unknown FH signals are important tasks for information 

interception and radio sensing with applications in both 

military and civilian fields. It has become a great 

challenging problem as the random characteristics of 

hopping frequency and high levels of noise and 

interference. To overcome this problem, researches have 

made many efforts and proposed all kinds of ways for 

estimating the time and frequency parameters of FH 

signals [1]-[3]. 

Because FH signals are typical non-stationary signals, 

the frequency domain characteristics at any time of 

signals are important, so it is essential to describe the 

joint time frequency (TF) characteristics of FH signals. 

Research on parameter estimation of FH signals by using 

time-frequency analysis has been carried out for at least 

two decades. In these literatures, two philosophies for 

approaching the parameter estimation problem exist-an 

adaptive component decomposition approach and kernel 

design approach. FH signals that consist of various TF 

structures are represents as a combination of components 

in the former type, which give important information 

about inner structures. These components could be 

obtained by using the matching pursuit algorithm 

commonly [4]-[6]. But these methods require building 

parametric, redundant, and well-localized TF atoms, 

which are matched with FH components difficultly, and 

high computational time is also a huge bottleneck. In the 

latter type, FH signals is described  generally by a 

function with time and frequency variables and parameter 

estimation is operated on the TF plane.  Barbarossa [7] 

proposed a method for estimating hop parameters based 

on Pseudo Wigner-Ville Distribution (PWVD). There are 

also cross-terms along frequency axis, but they can often 

reduced by a two dimensional low-pass filtering of WVD, 

leading to the smoothed PWVD so that the estimation of 

hop during parameter is reliable above 4dB [8], [9]. 

However, the SPWVD reduces time and frequency 
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resolution while decreasing interference items, where 

assuming hop during is known in that algorithm. In order 

to improve the readability and resolution of TF 

distribution, Auger and Flandrin proposed a reassignment 

method [10]. The method reallocates the energy value of 

arbitrary point in the original TF plane to the center of 

gravity of these energy contributions, which is applied to 

parameter estimation by [11]. Image processing 

techniques are also applied in this problem in [12]. 

Nevertheless, TF resolution in the above methods is 

always losing with the reduction of interferences, where 

the locations of the maximal values of TF distributions 

appear shift. On the other hand, hop timing can’t be 

correctly estimated using maximum sequence as itself 

may be wrong and the resulting hop frequency is also a 

mistake, especially in low SNR noise, although difference 

operation is simple.  

Based on the above analysis, we can see that all the 

introduced methods must estimate the maximum along 

time domain or frequency one. This operation is sensitive 

to noise due to differential operator. In this paper, we 

propose a new parameter estimation algorithm based on 

PSO. The proposed estimator utilizes particle search to 

search peaks in TF plane so as to obtain time and 

frequency parameter of FH signals simultaneously. 

Experiments results illustrate that it can be performed 

effectively of the proposed algorithm in strong noise 

environment without any prior knowledge. 

This paper is organized as follows. The next section 

consists of a brief review of PSO and Multi-Species PSO 

(MSPSO). Then we introduce FH signal model into PSO 

and give the problem formulation. In section 4, the new 

peaks i.e. FH components search algorithm is proposed, 

whose performance is evaluated and hop during 

estimation method is also discussed in Section 5. Finally, 

Section 6 summarizes the conclusions obtained from this 

research work. 

II． MULTI-SPECIES PARTICLE SWARM OPTIMIZER  

 

Inspiring from the swarms in nature, in 1995, Kennedy, 

Eberhart and Shi [13] proposed a new heuristic method 

called PSO based on sociological behavior associated 

with birds flocking. PSO combines cognition only model 

that values solely the self-experience and social only 

model that values solely the experience of neighbors. In 

particle swarm optimizer, each particle, which represents 

a potential solution to a problem at hand, adjusts its flying 

according to its own flying experience and its 

companions’ flying experience. Each particle is treated as 

a point in a D-dimensional space. The ith particle is 

represented as 1 1( , , )I i i iDX x x x= L . The best previous 

position giving the best fitness value of any particle is 

recorded and represented as 1 1( , , )I i i iDP p p p= L .The 

best particle among all the particles in the populations is 

represented by the symbol g. The velocity for particle i is 

represented as 1 1( , , )I i i iDV v v v= L . The particles are 

manipulated according to the following equation: 

1 1 2 2( 1) ( ) ( )( ( ) ( )) ( )( ( ) ( ))id id d id id d gd idv t wv t cr t P t x t c r t P t x t+ = + − + −   (1a) 

( 1) ( ) ( 1)id id idx t x t v t+ = + +                              (1b) 

where w is the inertia weight factor; 1c and 2c  are 

cognitive and social acceleration factors, respectively. 

1c and 2c are uniformly random numbers chosen from the 

interval [0, 1]. Here, PSO is designed to locate a unique 

single optimum solution. However, algorithms to find 

more than one optimum of a function, usually referred to 

as a multimodal function optimization, have been widely 

studied since it exists in engineering fields, for example, 

in this paper [14]-[18]. Previous approaches can be 

categorized as iterative and subpopulation methods. 

Parsopoulos and Vrahatis [14] introduced the unified 

PSO, which requires local and global neighborhoods to 

be defined aiming their balance. Li proposed [15] the 

species-based PSO. This method gathers the similar 

particles into species, which is defined by two variables: 

species seed and species radius. The particles in the entire 

swarm move and converge around those seeds, which 



32 Locating all the Frequency Hopping Components Using Multi-species Particle Swarm Optimization  

Copyright © 2011 MECS                                                                       I.J.Computer Network and Information Security, 2011, 5,30-36 

parameters denote the locations of multimodal values. 

Unfortunately, a cumbersome genetic schedule is 

necessary to tune the performance of the algorithm [16]. 

Masao [17], [18] divides the whole population into 

several subpopulations called species directly. Each 

species sP  occupies a different area of the search space 

and tries to find out the local minima of that area. 

Therefore, it can be used to locate all the global minima 

of the multi-modal function in parallel. If the distance 

between particle i and species seed s at sP  is shorter than 

the threshold σ called species radius, then i belongs to 

species s. In general, the Euclidean distance is used, 

while it is modified according to the application in this 

paper and illustrated in the following. Now in Multi-

Species PSO (MSPSO), a global best position gP  is 

replaced by the species best sP that is the best position of 

the species to which the particle i belongs and (1a) of 

PSO is replaced by:  

1 1 2 2( 1) ( ) ( )( ( ) ( )) ( )( ( ) ( ))id id d id id d sd idv t wv t c r t P t x t c r t P t x t+ = + − + −    (2) 

III． SIGNAL MODEL AND PROBLEM FORMULATION 

A. Signal Modal 

The FH signal is modeled as TF shift result of a single 

tone 0 ( )x t , i.e. consists of some components: 

0( ) ( ) ( )cos(2 ) ( ) 0i i i i
i i

x t x t x t t f t n t t Tπ φ= = − + + < ≤∑ ∑     (3) 

where 0 ( ) ( ) cos(2 )
HT H Hx t rect t T T ftα π= − − , ( )

hTrect t  is 

equal to one for  2 2[ , ]h hT Tt∈ −  and zeros elsewhere. if  is 

the generic hop frequency, HT is the hop duration, HTα is 

the hop timing, iφ is the initial phase of each hop, n(t) is 

additive noise. HT , if and HTα  is the parameter sets to 

be estimated. Here, ix is called FH components, which is 

denoted by two variables: time it and if . In fact, FH 

parameters, such as hop during, hop timing and hop 

frequency are estimated by the parameter sets{ , }i it f . 

B. Time Frequency Analysis  

The WVD of a signal s (t) is defined as follows: 

* 2
2 2( , ) ( ) ( ) j f

fW t s s t s t e dπ ττ τ τ
∞ −

−∞
= + −∫            (4) 

Then, we can write the WVD of the FH signals x(t) as 

0

1

1 1 1

( , ) ( , ) 2 ( , ) cos[2 ( )

( ) 2 ]

i

n n n

x x x mkl mkl dkl mkl
i k l k

dkl mkl dkl mkl

W t f W t f W t t f f f t t

t f f f t

π

π

−

= = = +

= + − − × −

− − +

∑ ∑∑   (5) 

where ( , ) ( , )dkl dkl k l k lt f t t f f= − − corresponds to the 

difference in the time and frequency shifts and 

( , ) ( ) / 2, ( ) / 2]mkl mkl k l k lt f t t f f= + +  is the average TF 

shifts between two components about FH signals. 

0
( , )xW t f  is WVD of the arbitrary of “base” signal 0 ( )x t , 

 0
0

1
0( ) sin[4 ( )( )]( , ) 0

H Hf f
x

H

f f T t t TW t f t T
π π−⎧ − − <

=⎨ >⎩
     (6) 

and ( , )
ixW t f is the WVD of the component signal 

( )ix t as   

 * 2
2 2( , ) ( ) ( ) ( , )

i i

j f
x i i x i iW t f x t x t e d W t t f fπ ττ τ τ

∞ −

−∞
= + − = − −∫  (7) 

In the above equation (5), the n terms in the first sum 

corresponds to the auto-components ( , )
ixW t f , which it is 

clear that ( , )
ixW t f is centered along the time it  and 

frequency if  for any component, whereas the last sets of 

terms are the cross terms, which are located at the average 

time mklt and frequency mklf . It can be seen that the cross 

terms are oscillatory in nature and could be removed from 

TF plane by smoothing or filtering, for example, SPWVD 

[19]. Fig.1 (a) gives the maximum sequence plot of 

SPWVD which shows peak domains including seven hop 

components using difference operator. However, we can 

hardly find the location of these maximums due to the 

existence of the noise and the interference, for example in 

SNR -2dB, shown in fig.1 (b). Thus, the hop timing, hop 

during and hop frequency consequently is not estimated 

correctly as in previous literatures.
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(a) 
 

 
(b) 

Fig. 1: The maximum sequence of SPWVD. (a) without noise. 
(b) SNR=-2dB 

 

C.Problem Formulation 

Our objective is to estimate hop instants and hop 

frequencies of the transmitted signals from noise signal 

x(t). From above analysis, the maximum locations on TF 

distribution represent the TF center of all components, 

which values is sensitive to noise. In this paper, we look 

peaks search problem upon as multi-modal function 

optimization and use MSPSO algorithm to locate the 

maximums so as to obtain the TF locations of all 

components which use to estimate parameters of FH 

signals.  

The particle is a candidate solution of evaluating TF 

parameters, which is represented by a 2-dimensional real-

valued vector, i.e. 1 2( , ) ( , )i iP P t f= .A certain number of 

particles form a species population and as particles moves 

through the search space, it compares its objective 

function with the best that it has ever attained so far. The 

behavior is repeated until all particles are gathered around 

the species seed of each species according to the distance 

measure, or a maximum iteration is encountered. With 

reference to (7), TF distribution (5) is chosen as the 

objective function in this study. The parameter estimation 

of signal (3) can be achieved by searching suitable 

, 1, 2sdP d =  such that the objective function is maximized, 

i.e. 

* *

( , )
( , ) arg min ( , )xt f S
t f W t f

∈
=                       (8) 

where S is search space which admitted for 

subpopulations. 

IV． ESTIMATION ALGORITHM 

 
Given a sequence of samples x(n) of the observed 

signal, with 0,1,n N= L  and N is the sample numbers, 

the estimation algorithm is based on the following steps:  

1) Compute the discrete SPWVD of the signal x(n). 

2) Generate an initial random population with initial 

locations and velocities containing H particles chosen 

from the interval [1, N]. The initial personal best location 

is set by its current position. 

3) Given species radius, each particle i moves around 

the search space, and changes its velocity according to (2) 

and position as (1b). 

4) Find a new species seed s of assigning particle i to 

appropriate species s using MSPSO algorithm in (8). For 

a single FH signals, there are not overlap in time 

domain,so the distance measure is defined by the 

following equation  

1 1( , ) i id i s x x= −                      (9) 

5) If the pre-specified number of iterations is not 

achieved or not all particles are gathered, go back to steps 

3. 

6) Output the species seeds, i.e. time and frequency 

center of all obtained FH signal components.  

        In this algorithm, neither the number of species nor 

the population of each species is pre-determined [17], so 



34 Locating all the Frequency Hopping Components Using Multi-species Particle Swarm Optimization  

Copyright © 2011 MECS                                                                       I.J.Computer Network and Information Security, 2011, 5,30-36 

0 100 200 300 400 500 600 700 800 900 1000
250

300

350

400

450

500

550

600

650

 
(b) 

100 200 300 400 500 600 700 800 900
300

350

400

450

500

550

600

650

 
(c) 

Fig.2: The evolution of the swarm population in TF plane. The 
dots indicate the locations of the particles, and the red crosses 
indicate the positions of component center. (a) iter=0. (b) 
iter=10. (c) iter=50. 

TABLE I
THE ESTIMATED PARAMETER VALUES OF FH COMPONENTS 

Component 
index 

SNR=-2dB 

time frequency 
#1 128.2616 562.1197 
#2 256.2342 358.0306 
#3 381.0979 460.2252 
#4 517.2211 611.8515 
#5 645.4963 511.8684 
#6 765.3898 308.1621 
#7 898.6748 408.1488 

  

the number and parameters of FH components are blind 

estimated.   

V． SIMULATION STUDIES 

The performance of the method has been evaluated by 

simulation in the presence of additive white Gaussian 

noise using the packet software of MATLAB 7.0. An 

example is useful to illustrate the estimating procedure. 

The hop frequency alphabet is {1.5 kHz, 1.75 kHz, 2.0 

kHz, 2.25 kHz, 2.5 kHz, 2.75 kHz, and 3.0 kHz}. The 

sample rate is 10 kHz. The hop during is 12.8ms.  

Figure 2 shows the evolution of clusters of a species in 

a particle swarm when the whole population is 500, the 

maximum velocity is twenty percent of the variable range, 

species radius is 65, and the maximum number of iteration 

is 300. The horizontal axis corresponds to time while the 

vertical one represents normalized frequency. During the 

evolution of population, each particle moves around the 

search space and immigrate from one species to another 

until the whole population is partitioned into different 

species, which the number of species is the number of 

signal components, i.e. 7.  The trajectory of a particle can 

be guaranteed to converge if the parameters of PSO are 

chosen so that the corresponding particle’s location 

always falls in the convergent region as shown in Fig.2 (a-

c). For the two acceleration coefficients and the inertia 

weight, we set the standard values 2.05, 0.8, respectively 

as in [18]. 

 
 

 
The performance of this method has been evaluated 

by simulation in the presence of additive white Gaussian 

noise. The proposed algorithm was tested for 30 

independent runs (trials). In each run, the same parameter 

as extracted above was used. Table 1 presents the time 

and frequency location of all the seven components in 

different SNR. The units in Table 1 are time or frequency 

sample. We can observe, as expected, the estimated 

parameter values are similar to the true one below 0dB, 

which the absolute error is less than 3 samples.  
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Fig.3 hop during estimation variance 

 

 
A simplified explanation of the above algorithm is 

designed for hop during estimation, which is obtained by 

computing the average for the difference of all the seeds 

taking account of time variable.  The mean –square error 

of this parameter estimation at different SNR values in 

the range of -10dB to 2dB is shown in Fig.3 using the 

proposed method and the algorithm in [7]. It can be seen 

from Fig.3 that the modified MSPSO algorithm using our 

approach can be used to estimate parameter of FH signals. 

This algorithm achieves several goals comparing with [9]. 

First, optimization search approach is reliable, i.e. no 

mutations of performance, in a wider range of SNR, since 

there is not a threshold effect, although lower variance is 

obtained using SPWVD above the SNR threshold. A 

second benefit of this approach is that there is no error 

propagation phenomenon because time and frequency 

variables are independent. Finally, another benefit of our 

method is the ability to estimation parameter correctly in 

the very low SNR noise, which is in accordance with 

component location estimation formerly.  

 

 

 

VI． CONCLUSIONS 

 
By applying the proposed PSO optimization for TF 

distribution, blind parameter estimation of frequency 

hopping signal is solved taking account of the relation 

between peaks location on the TF plane and component 

centers of frequency hopping signals. Differently from 

other known methods, the proposed method provides a 

direct search method of time and frequency parameter of 

FH signals. The experimental results proved that the 

theoretical derivation is correct and the proposed method 

is effective and feasible under the low SNR. One future 

work will include how to unify TF representation and 

PSO having simple and robust properties, which could 

give high-precision.    
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