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Abstract — Peer-to-Peer (P2P) systems are widely used 

for data sharing applications in an autonomous and 

decentralized mode. P2P systems are suitable for large-

scale distributed environments in which nodes can share 

resources other than data such as computing power, 
memory and network bandwidth. Some of important 

parameters that affect the performance of P2P systems 

are peer availability, data availability, network overhead, 

overlay structure, churn rate, and data access time.  

In this paper a self organized replica overlay scheme 

“Improved Hierarchical Quorum Consensus” (IHQC) for 

P2P systems is proposed. This scheme organizes replicas 

in a Self Organized Hierarchical Logical Structure 

(SOHLS) that has special properties. The scheme 

improves performance of the system by reducing search 

time to form read/write quorums, reducing probability of 

accessing stale data, improving degree of intersection 
among consecutive quorums and reducing network 

overhead. This scheme is highly fault tolerant (tolerate up 

to 1n  faults) due to replication of data and inherits the 

best property of Read-One-Write-All (ROWA) protocol 
in a dynamic environment of P2P network. The 

architecture for IHQC is also proposed for implementing 

the scheme that supports improved performance of P2P 

systems. This scheme also maximizes the degree of 

intersection set of read and write quorums; hence, having 

higher probability to get updated data as compared to all 

other schemes.  The mathematical correctness of the 

scheme is also presented in the paper. The results of 

simulation study of the proposed scheme also support and 

verify its better performance than Random and 

Hierarchical Quorum Scheme. 

 
Index Terms — Data Replication, Hierarchical Quorum 

Consensus, Self-Organized Replica Overlay, Data 

Availability, Network Overhead, Fault Tolerant  

I.  INTRODUCTION 

Peer-to-Peer (P2P) systems are very popular systems 

due to scalability, resource availability, node autonomy, 

fault tolerance, self-configuration and decentralized 

control. Examples include Napster, Gnutella, Freenet, 

BitTorrent etc. [1][2][3]. P2P systems provide an 
environment that overcomes limitations of the 

client/server based systems by avoiding bottleneck of 

scalability [4]. This advantage enables P2P systems to 

perform complex tasks with relatively low cost and 

without any need of powerful servers. P2P systems are 

used for sharing data and resources such as computing 

power, storage space, network bandwidth and all other 

attached resources in an autonomously decentralized 

manner [5]. The number of resources is increased for 

utilization by increasing in the number of connected peers 

to the P2P network. The applications which require high 

data availability and can compromise on the reliability 
can be implemented over P2P systems. A Distributed 

Data Base System (DDBS) can be implemented over an 

existing P2P system with very low cost of 

implementation as computing power and storage space is 

available free of cost. DDBS are known for their 

improved performance over conventional database 

management systems (DBMS). Data replication is a 

technique to improve the performance of DDBS [6-10] 

and make the system fault tolerant [11-13]. 

Replication improves the system performance by 

reducing latency, increasing throughput and increasing 

availability. However, data replication is the basic 
requirement for the DDBS [14] deployed on the networks 

that are dynamic in nature for example P2P systems [15]. 

In P2P systems (or networks) peers can join or leave the 

network at any time with or without prior information to 

the network. This is generally called “Churn Rate”. The 

churn rate of peers is observed to be high in P2P 

networks [16-19]. For such a highly dynamic 

environment, probability to access stale data from the 

replicas is higher as compared with the static 

environment where nodes do not leave the system. 
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Several protocols have been developed to solve the 

problem of accessing updated data items from replicas in 

dynamic environments. Examples include single lock, 

distributed lock, primary copy, majority protocol [20], 

biased protocol, and quorum consensus protocol [21, 22]. 

These protocols are used to keep data consistent and to 

access updated data items [19] by using multiple replicas 

maintained in the distributed system.  

A group of replicas are accessed to get updated data 
items from the replicas. This group is generally known as 

“Quorum” [16] and depending upon the operation, 

quorum is said to be “Read Quorum” or “Write Quorum”. 

To get the updated data item, read-write quorums and two 

consecutive write-write quorums must intersect. The 

intersection is set of replicas which are common in read-

write and two consecutive write-write quorums. This 

ensures that the read quorum always gets updated data 

from the system. This updated data can be propagated to 

all other replicas. The degree of intersection of two 

quorums makes the system resilient to churn rate of the 

peers. 
The objective for this paper is to find a scheme through 

which database and its replicas can be distributed 

efficiently over dynamic network e.g., P2P. For this 

purpose a logical structure is to be identified which fulfill 

the above said objective with better response time, fast 

searching time of replicas for quorums, fault tolerant, 

having high degree of intersection among consecutive 

quorums generates minimum network traffic in the 

system. In this paper a self organized replica overlay 

scheme “Improved Hierarchical Quorum Consensus” 

(IHQC) is presented. This scheme reduces network traffic, 

maintain data availability in dynamic level while 
improving response time and access time of the quorum 

system. Our focus is on the hierarchical quorum 

consensus protocol. The proposed scheme also addresses 

some of the issues discussed above. This scheme takes 

advantage of overlay topology which is the logical 

topology deployed over the physical topology. The 

overlay topology can be changed without affecting the 

physical topology. To reduce the search time for 

generating read/write quorum and response time to access 

data, a logical structure is identified under IHQC named 

“Self Organized Hierarchical Logical Structure” 

(SOHLS).This scheme also produces maximum quorum 
intersection set and makes it fault tolerant. 

Rest of this paper is organized as follows: Section 2 

gives the related work. Section 3 explores System 

Architecture, Section 4 introduces proposed IHQC, 

SOHLS and mathematical correctness of proposed 

algorithm, Section 5 explores the results and discussions 

and paper is concluded in Section 6. 

II. RELATED WORK 

In the literature, many replication protocols have been 

suggested in [23, 24] for replica management protocol in 

a Binary Balanced Tree. The most simple replication 

protocol is the Read One Write All (ROWA) [25].  This 
protocol is suitable for static networks having fixed and 

dedicated servers for the replication. It has minimum read 

cost amongst other protocols and is highly fault-tolerant. 

This protocol has maximum communication cost for 

write operation. This communication cost increases with 

increase in number of replicas. In dynamic system 

update-all creates the problem of unlimited wait. A 

variation of this technique is known as Read One Write 

All Available (ROWAA). The scheme requires all 

replicas to be available to perform a write operation, 

which improves data availability for dynamic 
environments. [26] 

The Dynamic Voting protocol [27] and Majority-

Consensus protocol [28] perform better than ROWAA in 

dynamic environments. In both protocols the number of 

replicas is accessed in groups. These protocols have good 

read and write availability but have a disadvantage of 

high read cost. They have long search time to search the 

replicas as the replicas are stored randomly in the 

network. 

Rather than storing replicas randomly, logical 

structures [29-31] have been proposed to store replicas 

over the dynamic network. These protocols reduce search 
time to make quorum from the replicas and reduce 

communication cost. The Multi Level Voting Protocol, 

Adaptive Voting [32], Weighted Voting, Grid protocol 

[33] and Tree Quorum protocol [34] are such replication 

protocols each with different operational process. The 

Multi Level Voting protocol is based on the concepts of 

the Hierarchical Quorum Consensus (HQC) strategy. 

HQC [23, 35, 36] is a generalization of the Majority 

Scheme. In this tree structure, replicas are located only in 

the leaves, whereas the non-leaf nodes of the tree are said 

to be as “logical replicas”, which in a way summarize the 

state of their descendants. The advantage of tree structure 
is it reduces the search time to find replicas from the 

structure as compare to the random structure. Tree 

structure also reduces the message transfer to find 

replicas; hence, it reduces the network traffic generated in 

the system. A disadvantage of Tree Quorum protocol is 

that the number of replicas grows rapidly as the tree level 

grows. In case of Adaptive voting and weighted Voting 

protocols the formed quorum satisfies some conditions 

which are (a) write and read quorums always made up of 

more than half replicas. (b) Write and read quorum must 

be such that they intersect with each other. The 

disadvantage of these protocols is the size of quorums 
grows with increase in number of replicas; hence, 

network overhead automatically increases in the system.  

Bandwidth Hierarchy Replication (BHR) is proposed 

in [37]. BHR reduces data access time by avoiding 

network congestions in a data grid network. In [38] 

author proposed BHR algorithm by using three level 

hierarchical structures. The proposal addresses both 

scheduling and replication problems. Two replication 

algorithms Simple Bottom-Up (SBU) and Aggregate 

Bottom-Up (ABU) for multi-tier data grids are proposed 

in [39]. These algorithms minimize data access time and 

network load. In these algorithms replicas of the data 
should be created and spread from the root center to 

regional centers, or even to national centers. These 

strategies are applicable only to multi-tiered grids. The 
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strategy proposed by Kavitha et. al. [40] creates replicas 

automatically in a generic decentralized P2P network. 

Their goal of proposed model is to maintain replica 

availability with some probabilistic measure. Various 

replication strategies are discussed in [41]. All these 

replication strategies are tested on hierarchical Grid 

Architecture. A different cost model was proposed in [38] 

to decide the dynamic replication. This model evaluates 

the data access gains by creating a replica and the costs of 
creation and maintenance for the replica.  

There are several challenges to update and access 

replicated data items over a dynamic network like a P2P 

network. Data consistency, search time to find replica and 

fault tolerance are some of the identified problems. Any 

new proposals should support dynamic environment of 

P2P system and should have low search time, fast 

recovery from faults and access to updated data. 

III. SYSTEM ARCHITECTURE  

In this section proposed system architecture is 

presented for distributing and accessing replicas in the 

system. This architecture comprises of various modules, 
which helps the system work according to the 

requirement mentioned in section 2. The description of 

various modules in the architecture shown in Fig. 1 is as 

follows: 

Query Optimizer: Queries are received from the 

requester by this module of the architecture. Query is 

divided in to number of subqueries. Subqueries are 

further optimized by the module Query Optimizer. This 

optimizes the subqueries to reduce the execution time of 

overall query. Query Optimizer module decides the order 

of subqueries to be executed by the system. Various 

conventional optimizing techniques may be used to 
optimize the subqueries.  

Subquery Schedule Manager:  Subqueries which is 

ready to execute, are scheduled to achieve the one copy 

serializability of the subqueries.  Subquery Schedule 

Manager is responsible to rearrange the order of 

subqueries to achieve the above said property. 

Concurrency and data consistency is also maintained by 

this module. Concurrency control algorithms are also 

integrated within this module.  

Quorum Manager: This module is responsible to 

decide the quorum consensus to access the data item. 

Quorum is decided such that the system got the 
acceptable availability of the replicas i.e., the number of 

replica to be accessed is increased if the availability of 

the peers storing replica are low. The number of replicas 

may be reduced if the availability of peers is high to 

reduce the overhead of the network. This module is 

responsible to maintain the availability of the replicas to 

the desired level. This module recognizes the replica to 

be accessed from the logical structure. The steps to form 

read/write quorums are implemented in this module as 

discussed in next section.  

Replica Search Manager: This module is responsible 

for searching any replicas from the group of replicas. 
This group of replicas is arranged in a logical structure by 

Replica Overlay Manager module. The replicas for 

read/write quorums are searched by this module. The 

replica search is done according to the steps mentioned 

SOHLS. The performance of the system also depends 

upon the performance of search algorithm used. The time 

required to search replicas is reduced in case of 

maintained logical structure, as the structure reshuffle 

itself in case of any failure.  

 
 

Update Manager 
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Subquery Schedule Manager  

Quorum Manager  

Replica Overlay Manager 

Local Storage of Partial 

Database 

Replica Search Manager 

Query Optimizer 
 

P2P 

Network 

 
Figure 1. Proposed System Architecture of IHQC 

 

Replica Overlay Manager: Response time and access 

time are used to measure the performance of the system. 

Efficient algorithm may reduce the search time of 

replicas from the system. Replicas are arranged in some 

logical structure, to increase the performance of the 

system. This module is responsible to place the replica in 

a logical structure to easily access the replicas. This 

module is used for actually identifying the replica for 

making quorum. This module also periodically maintains 

the logical structure, in which replicas are placed. Every 

time when any replica leaves the network, this module 

reshuffles the replicas by arranging the addresses of these 
replicas in the logical structure. All the readjustments are 

carried out according to the rules of SOHLS. 

Update Manager: The major aim of this module is to 

maintain the freshness of data item. All update strategies 

are implemented by this module. The write through 

method is used to update the prioritized replicas, selected 

for the write quorum. Write back method is used for the 

remaining replicas existing in the system. This update is 

through the Replica Overlay Manager which is described 

above. This module implements the updation algorithm, 

so that data items stored at replica must contain the latest 

information. The algorithm is selected such that it updates 
the information on various replicas with the minimum 

time limits. The performance of the system is affected by 

the time consumed to update data items by the algorithm. 

The probability to access stale data from the system is 

minimized by minimizing the update time of the system. 

Network Manager: Every logical address of the 

replicas are checked and converted in to the physical 

address, that replica are controlled through this module of 

the architecture. Data and control information is routed 

by this module. This module also maintains the 

connection between various peers. The complete 
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information regarding underlay topology is maintained by 

this module. All replicas are accessed through this 

module. 

Local Storage of Database Partition: This is an actual 

database to be accessed by the requester. All data items 

belonging to the database partition are physically stored 

in this memory space. This is the region provided by the 

owner of that peer. This memory region is shared among 

the network. The conventional data encryption techniques 
can be implemented to protect the data from any 

attack/misuse by any unauthorized person. 

IV. IMPROVED HIERARCHICAL QUORUM CONSENSUS 

(IHQC) SCHEME 

The primary objectives of the scheme are to provide 

data availability up to the acceptable level, fast response 

time, fast quorum formation time, high degree of 

intersection among consecutive quorums, reduced 

network traffic and should be highly fault tolerant. These 

are the hard objective to be achieved in the dynamic 

network e.g. P2P networks due to high churn rate of the 

replicas. To achieve these objectives in the P2P networks 
one has to focus on the logical structure in which replicas 

are arranged/distributed and accessed.  

Session time of each replica can also be utilized to 

improve the system performance. The replicas with 

longer session time and actively participant in the system 

also have the high probability to hold updated data items. 

Prioritizing this type of replicas for generating the 

quorums can increase probability to access updated copy 

of data items. 

Degree of Intersection in any two consecutive quorums 

is the number of common replicas accessed in both 

quorums. These common replicas provide and propagate 
the updated data items in to the system. Increase in 

number of such common replicas improves the system 

performance by increasing the probability to access fresh 

data items. Hence, performance of any quorum system 

can be improved by increasing the degree of intersection 

among read-write and write-write quorums. To increase 

the degree of intersection in the system, logical structure 

is accessed in special manner. 

Logical topologies can be changed without affecting 

the physical topology, with this property of topology any 

logical structure can be modified any time. A self 

organized structure can also be generated using this 
property of the logical structure.  To reduce the network 

traffic in P2P networks, directional forwarding or 

multicasting is recommended; thus, efficient logical 

structure play an important role to achieve the above said 

objectives.  

The number of structure can be used to manage the 

peers in logical structure, e.g., tree, square, circle, cube 

etc. A Hierarchical Quorum Consensus (HQC) is 

proposed in [35]. In HQC all replicas are arranged in tree 

like logical structure and this is having reduced access 

time to form quorums. The proposed IHQC scheme is 

presented in this section. This is improved version of 
HQC. IHQC maintain a tree like logical structure named 

“Self Organized Hierarchical Logical structure” (SOHLS) 

to manage the replicas. 

Initially, peers participated in overlay topology are 

checked for their average session time. The peers having 

highest average session time are selected to hold the 

replicas in the system. These replicas are arranged in tree 

like logical structure such that they can form almost 

complete tree. The replica having longest up session time 

in the system is selected to be the root of SOHLS. 
Similarly, other replicas are also arranged as left child 

and right child, according to the session time of each 

replica in the system. The idea for this scheme is to 

access replicas having updated copy of data items. All 

replicas having higher session time are placed on root 

side in the logical structure. These top replicas are further 

participated in every read/write quorums. Regular 

participation of these top replicas maintains updated copy 

of data items. Hence, the probability to access updated 

copy of data items is increased. The SOHLS is having 

some special properties e.g., each peer holding replicas 

are arranged in the tree such that the session time of each 
parent in SOHLS is greater than its child. The session 

time of left child is greater than right child of any parent. 

All peers participating in the system find the alternate 

path for all its ascendants. This includes all parent 

replicas comes across the path from leaf to root.  

The replicas with highest session time are given 

priority over the smaller session time while included in 

the quorum from SOHLS. The quorum is formed by first 

taking the replica at the root of the SOHLS and then 

replicas at the branches of the SOHLS i.e. from top to 

bottom. The branches of parent node in SOHLS are 

accessed such that the left child is accessed before right 
child of that branch, i.e., from left to right. In the paper 

this pattern to access replicas from SOHLS is referred as 

Top-to-Bottom and Left-to-Right. Each read quorum can 

get the updated copy of data items, if the quorums are 

formed according to the rules specified in IHQC. The 

proof is presented in section 4. In IHQC all read-write 

and write-write quorum intersect each other; hence, every 

read quorum accesses the updated copy of data item. The 

maximized degree of intersection set from two 

consecutive read-write and write-write quorum ensures 

the access of fresh data items.  

The problem of finding a path between a pair of 
source-destination peers in the overlay is the problem of 

finding a route between the source and destination peers 

in the underlay topology. Path between peer 
1P  and

2P  is 

direct of one hop count distance and path between peer 

1P  to 
4P  is of two hop count distance as shown in Fig. 2. 

The identified route between source and destination in the 
underlay may or may not be the shortest path. However, a 

shortest path in the underlay will be advantageous for 

reducing communication cost [42].  

The working of IHQC scheme is divided in to two 

independent parts, accessing the group of replicas and 

maintenance of logical structure. Both parts are executed 

in parallel to improve the efficiency of the system. The 

replicas from root to terminal nodes are included in 

quorums to maximize the degree of intersection set. The 
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level up to which replicas are included depends upon the 

size of quorum, e.g., 1,2,3,4,5,6,7,8 are the replicas and 

generate SOHLS shown in Fig. 3. The replicas 1,2,3 are 

used for quorum of size three replicas and 1,2,3,4 are 

used to form a quorum of size four. Here the replicas with 

higher session time are given priority to form the 

quorums shown in Fig. 3. 
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Figure 2. Diagram shows the arrangement of peers to make Self 

Organized Hierarchical Logical Structure (SOHLS) over the peers from 

underlay topology of P2P networks. Here the dotted line connectors 

show the connection between the peers in overlay topology. The dark 

line connectors show the connection between the peers in the replica 

topology in SOHLS. P14 is shown as isolated peer in the network 

 

Every time replicas are accessed from same position 

from logical structure this increases the degree of 

intersection among consecutive quorums. The common 

replicas will increase the probability to access updated 

data items from the system. As these replicas are 
accessed form upper part of tree in Top-to-Bottom and 

Left-to-Right fashion, so time to search these replicas is 

minimum.  

Proposed scheme provides better data availability as 

compare with HQC, due to priority given to the replicas 

having higher session time for quorum. All replicas 

having updated copy of data items are accessed on 

priority. IHQC also reduces the network traffic as 

compare to the HQC as the replicas are also placed on 

intermediate branches of the tree. 
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P1 
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Figure 3. Showing replica arrangements in the Self Organized 

Hierarchical Logical Structure from Figure 2. Here the session time of 

P1 is greater than the P2 and P3. The order of the replicas according to 

session time from the SOHLS is P1, P2, P3, P4, P5, P6, P7, and P8 

 

IHQC uses the self organized mechanism which 

ensures replicas with longest session time are always 

used to construct the quorums. The SOHLS triggers 

maintenance procedure for every leaved replica. Other 

replicas in the systems are adjusted according to their 

session time. The replica with next higher session time 

takes the position of leaved replica from the network. By 

default, the replicas with longer session time move in the 

upward direction with passage of time as discussed below.  

The performance of the system remains same even in 

high churn rate of peers. With maximized overlapped 

replicas in read and write quorums, this scheme ensures 

the access of fresh data items from any number of 

replicas in the system. The IHQC also provides high fault 

tolerance. With self organization this scheme tolerate up 

to 1n  faults among n  replicas in the system. 

Multicasting and directional forwarding is used to 

transfer the messages in the system. The IHQC performs 

better than HQC in respect of search time to form 

quorums, response time and probability to access updated 
data items even in dynamic environment of network. 

A.  Creation of Self Organized Hierarchical Logical 

Structure (SOHLS)  

The SOHLS is a special type of logical structure 

similar to the complete binary tree [23] which is used for 

Replica Overlay. A SOHLS of size n  is a binary tree of 

n  nodes which satisfies the following two conditions: 

 
(i) This binary tree is almost a complete tree, which 

means that there is an integer k  such that every leaf 

of the tree is at level k  or 1k   and if a node has a 

right descendant at level 1k  then that node also has 

a left descendent at level 1k  . 

(ii) The key in the nodes are arranged in such a way that 

the content of each node is less than or equal to the 

content of its father. This means for each 

node i jKey Key , where j  is the parent of node i .  

 

A peer at level k   holds the addresses of its connected 

peers at 1k   and 1k   levels in SOHLS i.e., each peer 

stores the addresses of its directly connected siblings and 

of its parent. Simultaneously each peer stores the 

addresses of all its grandparent peers come across the 

path from that peer to root of the SOHLS. All 

peers/replicas follow the rules of SOHLS to make this 
overlay logical structure or replica overlay. The session 

time of each peer/replica is used as key in the replica 

overlay. The use of session time as key results in the 

movement of replicas having longer session time towards 

the root. Each newly joined peer connect at the position 

of leaves in logical structure decided according to the 

rules of SOHLS. These peers also search the alternate 

path of each parent up to root. Each peer holding replicas 

transmit the beacon against its active status to all its 

directly connected peers. This addresses and beacon is 

used for making the connection in case of any failure.  

The addresses of peers are used to access the peers in a 
particular sequence. IHQC reduces the search time in 

building the quorums by using minimum hop count. This 

reduction in search time is even less than that achieved by 

HQC. 
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B.  Effects of replica leaving from the replica logical 

structure  

When any replica leaves by informing or without 

informing the system, the following steps are taken to 

maintain the replica logical structure by the system: 

Assuming that replica x is at level k  going to leave 

the network, e.g., peer 2 going to leave the network 

shown in Fig. 4. 

 

(i) The replicas at level 1k  , which is directly 

connected with the replica x , tries to connect with 

its alive grandparent (addresses are stored at each 

peers joined in the system).  

(ii) Alive grandparent compare the session time in case 

of multiple replicas approaches to connect. The 

replicas with highest session time will connect with 

the active grandparent and will take the position of 

leaved replica x in the logical structure as shown in 

Fig. 5. The remaining replicas join the system 

according to the rules of SOHLS toward downwards.  

(iii) The replicas at level k under parent at level 1k   are 

adjusted according to conditions of SOHLS 

mentioned above. 
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Figure 4. Replica arrangements in a SOHLS logical structure. Peer 2 

which is shown by dotted lines is a peer leaving the network 
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Figure 5. The SOHLS structure after leaving of Peer 2. Peer 4 takes the 

position of Peer 2 which already leaved the network. All other replicas 

in downlink are readjusted accordingly 

 

C. Effects of replica joined in to the replica logical 

structure  
When any replica rejoins the system, following steps 

are taken by system to maintain the replica overlay 

topology: 

 

(i) Initially rejoined peer searches its position through 

ping pong messages starting from the root, assuming 

the position is at level k . 

(ii) Replica establishes the connection with its parent 

peer and both save the addresses of each other. 

(iii) Replica updates its data items by comparing the data 

items with its alive parent and update version number 

of data items. 

(iv) Replica stores the addresses of its entire grandparents 

till root, through the path find message. 

D. Creation of Read/Write Quorum from SOHLS  

The following rules are defined to access the SOHLS 

to form the read/write quorums: 

 

(i) i iSizeof Qr Sizeof Qw , the size of read quorum is 

always less than or equal to the size of write quorum. 

(ii) Root is always included in the read/write quorum. 

(iii) For any integer k , if the replica at k  level is in the 

quorum then every replica from 1k   level must be 

in the quorum of the SOHLS. This rule is referred to 

as Top-to-Bottom in this paper. 

(iv) If a replica from right descendent of a parent replica 

is in the quorum then there must be a replica from 

left descendent which also in the quorum. This rule is 

referred as Left-to-Right in this paper. 

 

These rules are implemented in the proposed scheme 

by combining Top-to-Bottom and Left-to-Right to access 
replicas from the logical structure. 

Read Write Quorum: The quorum size depends upon 

overall availability of replicas and network overhead of 

the network. The size of quorums may be increased in 

case of low availability and reduced in case of high 

availability of the replicas. The replicas included in 

quorums are selected according to the rules mentioned 

above. The size of quorums also affects the network 

traffic. The number of messages transferred to maintain 

the SOHLS increases with increase in quorum size. 

Therefore, network overhead due to network traffic is 

increased in the system. The quorum size is directly 
proportional to the network overhead and there is tradeoff 

between the network overhead and quorum size of the 

replicas.  

The IHQC scheme uses the fixed number of replicas in 

quorums decided after considering all factors affecting 

the system for read/write quorums. The quorum size of 

read and write quorum may be different depending upon 

the requirement of system. The replicas are included in 

sequence from SOHLS according to session time to form 

the quorums.  

Example: Considering quorum size equal to four, then 

all four replicas available at the top, starting from root to 
branch and left to right will be in read/write quorum of 

the IHQC. The peers 
1P  and 

4P  are used for quorum size 

two. The peers
1P , 

4P  and 
3P  are used in quorum of size 

three. The peers
1P ,

4P ,
3P   and 

8P  are used in quorum of 

size four by considering the logical structure sown in Fig. 

5.  

All accessed replicas in read quorum are compared for 

fresh version of the data items. In the best case only the 

root can be accessed for fresh data. This is the property of 

ROWA protocol [25] which is the best identified protocol 

having minimum cost for read quorum. 
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Write quorums are decided same as the read quorums. 

The replicas from top to bottom and left to right are 

selected from the SOHLS to form quorum. Whenever 

write query is executed in the system, all the replicas in 

quorum are updated by write through method, i.e., write 

is committed after receiving acknowledgement from all 

available replicas in the quorum. The remaining replicas 

in the structure are updated with write back method. Here 

maximum queries are responded by the top most replicas 
of SOHLS structure having longer session time. The 

replicas which are not used in write quorums are updated 

in comparatively less time than the HQC due to extra 

links provided at each level. These extra links reduce 

time of update message to reach all replicas in the system. 

D. Correctness of the Algorithm by the Mathematical 

Induction 

We use Mathematical Induction to prove that the 
number of replicas accessed in the read quorums from 

IHQC has at least one replica having updated data items. 

Assuming replicas are organized in the SOHLS in height 

h . 

Basis: 

(i) Assuming the height of the SOHLS be 0 i.e., only 

one peer/replica is in the structure (placed at root). Since 

according to the algorithm rule (ii) read as well as write 

quorum must involve root peer in the quorum. Every 

read/write quorum includes this replica. Hence, every 

access gets the updated data items from the root. These 

quorums mathematically described as:  

0 0 { }Qw P , 0 0 { }Qr P ,  Qr Qw  , 0 0Qw Qr   

read quorum and write quorum intersect with each other. 

Therefore, the statement that read quorum gets the 

updated data items is verified. 

(ii) Assuming height of the SOHLS be 1 i.e., SOHLS 

has maximum 2-3 peers. One replica is at the root and 1-2 

in down link of the root. According to the algorithm, the 

size of write quorum is greater than or equal to the size of 
read quorum. The replicas in the quorum are selected 

through Top-to-Bottom and Left-to-Right. Write quorum 

1Qw  can be constituted of the following sets: 

1 0 0 1 0 1 2{{ },{ , },{ , , }} ... (1)Qw P P P P P P  

Read quorum is constituted of the following set:  

1 0 0 1 0 1 2{{ },  { , },  { , ,  }} ... (2)Qr P P P P P P  

For every possible set of read quorum against write 

quorum, quorums intersect each other; hence, always get 

the updated information.  

From (1) & (2)  

1 1 1 1 , :  Qr Qw Qr Qw  , 1 1Qw Qr    

All possible read quorums always have at least one 

peer having updated replica. This implies that read 

quorum always accesses the fresh data item, as 

intersection is always non-empty. Hence, the above said 

statement is verified. 
Hypothesis: 

Assuming for SOHLS of height i  and ,i iQw Qr  the 

write and read quorums of size l  and k  respectively and 

defined as:  

1 2{ , ,..., ,..., } ... (3)i k lQw P P P P   

1 2 3{ , , ,..., } ... (4)i kQr P P P P   

, 2 1il k   , and k l  where 2 1i  is the total number 

of replicas up to i  level of the logical structure. Replicas 

from the SOHLS are accessed in Top-to-Bottom and 
Left-to-Right fashion as mentioned in the algorithm. 

Assume that entire replicas up to kP  comes in the 

intersection set of write and read quorums according to 

the rules mentioned in algorithm, shown in (3) and (4), 

1 2 3{ , , ,..., } ... (5)i i kQw Qr P P P P   

Therefore each read quorum accesses the updated replicas 

as intersection of write and read quorum is not empty. 

Inductive Step:  

We have to prove that this is also true for the SOHLS 

of height 1i  . According to the algorithm, write quorum 

of size n  is defined as: 

1 1 2 3{ , , ,..., ,..., ,..., } ... (6)i k l nQw P P P P P P    

Read quorum of size m  is defined as:  

1 1 2 3{ , , ,..., ,..., } ... (7)i k mQr P P P P P   

If the size selected for the write quorum is n and size for 

the read quorum is m . Where l n  and k m . From 

this statement as the quorum is formed in a pattern of 

Top-to-Bottom and Left-to-Right, as mentioned in the 
algorithm. 

1 1, ... (8)i i i iQw Qw Qr Qr     

From (5) and (8) 

1 1i iQw Qr    , at least this intersection set is equal 

to 1 2 3{ , , ,..., }kP P P P from (5). From above statement it is 

proved that every read quorum intersects with the write 

quorum; hence, every read quorum carries the updated 
information. The correctness of our proposed algorithm is 

thus proved. 

Fault Tolerance: This scheme can tolerate up to 1n  

faults among n  number of replicas participating in the 

system. 

Availability: It is the probability that at least one 

replica is available in the system and is given as  

1 (1 ) ... (9)

1
i

n
Pr

i

 


   

where 
i

Pr is the probability of 
thi  replica to stay alive 

and n is the number of replicas . 

V.  SIMULATION AND EXPERIMENT 

For simulation, the network consists of 500 peers in 

underlay are used, 5%-20% of total peers are used in the 

overlay topology. A discrete-event simulator developed 

in C++ is used to simulate the network. Random peer 

placement, HQC and proposed IHQC topology is 

implemented for the simulation. Average search time, 

response time and average message transfer to maintain 

the system after executing write quorum are taken as 

performance metrics in the system. We have used the 
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Dijkstra’s algorithm to find shortest path in all our 

scenarios. 

 
Figure 6. Reachability of peers under availability in the network 

 

The reachability of a peer in the network is defined as 

the path exists from any source to that peer. Failure of 

any peer may cause network partitioning. The peers 

belonging to the network having more than one partition, 

are not reachable from the peer belongs to another 

partition. Peer availability is one of the factors 

responsible for the network partitioning. From simulation 

reachability of a peer is observed depending upon the 
peer availability. The network is partitioned with low 

availability peers. This is due to the small session time 

and small number of connections that peers have in the 

system. The number of active peers is also less in case of 

low availability. It is also observed from Fig. 6 that 

approximately 80% of peers are reachable at 100% 

availability. This reachability affects search time of 

replicas during the searching. The low reachability 

increases path length of the searched peer. Hence, it 

increases the cost to access the replica.   
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Figure 7. The comparison to access stale data under availability of peers 

in the system 

 

The availability of peer is calculated as the total up 

time of peer over the total time of peer including down 

time. It is observed from the simulation that probability to 

access stale data decreases with increase in availability of 

the peers. In IHQC, the probability to access stale data is 
very less as compared to the Random and HQC. Here we 

have considered all subqueries accessing the data items 

from the quorum of replicas. The percentage of stale data 

is calculated as the number of accessed replica having 

stale data over total replicas accessed in the quorum. It is 

also observed that the probability to access stale data is in 

acceptable range with replicas having availability greater 

than 70%. The peers having availability more than 70% 

may be given priority to store the replica over other peers 

so that the performance of the system can be increased.  
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Figure 8. The comparison of average search time to form the quorum 

from the networks 

 

The average search time is calculated as the average 
time taken by system to search replicas for completing 

the quorums. It is also observed that the search time to 

access quorum is increased with increase in quorum size. 

The average search time for random quorum consensus is 

comparatively more than that of IHQC. The search time 

also increases with increase in quorum size. In the case of 

IHQC, the slope of the search time graph is increases 

gradually and has comparatively less search time. This 

reduced search time is due to access of the peers available 

at proper position. The higher search time in Random 

Quorum Consensus is due to the higher time required to 

find the peer through flooding as compare to the 
structured.  

 

 
Figure 9. The comparison of average response time received from 

quorums in the networks 

 

 
Figure 10. The comparison of average message transfer to maintain the 

system under quorum size 

 

The network overhead is measured as the average 

number of messages transferred to update all replicas 
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included in the quorum. It is observed from the 

simulation, that network overhead in case of Random 

Quorum Consensus increases rapidly as the size of 

quorum is increased. It is further observed that the 

network overhead in case of hierarchical quorum 

consensus is small as compared to the random quorum. 

VI.  CONCLUSIONS 

In this paper an Improved Hierarchical Quorum 

Consensus Scheme (IHQC) was proposed. The IHQC 
places replicas in special SOHLS logical structure which 

self organizes itself after a peer leaves the system. The 

architecture and mathematical correctness of the 

proposed scheme is also presented in the paper. It is 

observed from the simulation results that average 

messages transfer in the P2P network is minimized 

through the directional search as compared to the random 

search. The average response time of IHQC is lower as 

compared to the HQC and Random Quorum Consensus. 

This scheme maximizes the degree of intersection set 

among the read and write quorums.  

The probability to access updated data is higher in case 
of IHQC as compared to existing HQC and Random 

Quorum Consensus. To get better performance with 

respect to the probability to access updated data, the 

replicas may be stored on the peers having availability 

greater than 70%. This higher probability is due to the 

fact that IHQC always accesses the peers with the highest 

session time. IHQC has lesser search time as compared to 

the Random and HQC. This is due to searching fixed 

location in the logical structure. This scheme performs 

better than the other hierarchical schemes. In its best case 

this scheme access only one peer (from the root) of the 

SOHLS, which the minimum read cost reported till date 

with ROWA. This Scheme tolerate up to 1n  faults. In 

future we will try to simulate other aspects of the 

proposed scheme with some other parameters. 
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