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Abstract—Brain computer interface (BCI) aims at 

providing a new communication way without brain’s 

normal output through nerve and muscle. The 

electroencephalography (EEG) has been widely used for 

BCI system because it is a non-invasive approach. For the 

EEG signals of left and right hand motor imagery, the 

event-related desynchronization (ERD) and event-related 

synchronization (ERS) are used as classification features 

in this paper. The raw data are transformed by nonlinear 

methods and classified by Fisher classifier. Compared 

with the linear methods, the classification accuracy can 

get an obvious increase to 86.25%. Two different 

nonlinear transform were arised and one of them is under 

the consideration of the relativity of two channels of EEG 

signals. With these nonlinear transform, the performance 

are also stable with the balance of two misclassifications. 

 

Index Terms—brain computer interface; signal processing; 

motor imagery; classifier; nonlinear transform 

 

I.  INTRODUCTION 

Brain computer interface (BCI) aims at providing a 

new communication way without depending on brain’s 

normal output through nerve and muscle [1]. Real-time 

interfaces between the brain and electro-mechanical 

devices could be used to restore people's motor 

functions whose lost from injury or disease. So the BCI 

is one of hot issues in the field of brain research, 

especially motor imagery.  

BCI system bases on the electroencephalographic 

(EEG) signal processing. It consists of signal capturing 

module, signal processing module, feature extraction 

module and pattern recognition module.  

Because of the complex of EEG signal both in 

time domain and frequency domain, a real-time system 

of BCI need a balance of calculating speed and the 

classifying accuracy. An ideal BCI system can response 

people’s motor imagery in a short time and need simple 

training. 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

EEG signals can be divided into δ(2-4Hz), θ(4-

8Hz), α(8-13Hz) and β(13-30Hz) in frequency domain, 

so there are different methods for classification[2][3]. In 

this work, classification is based on the characteristics 

extracted from ERD and ERS[4][5]. Because of the 

 
Figure 1 Sketch diagram of BCI system
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nonstationarity and nonlinearity of EEG signals, the 

nonlinear transform was used in this paper, compared 

with the traditional method of linearity; it can increase 

the classification accuracy obviously. 

 

II.  MATERIAL 

According to the International EEG Association, a 

standard EEG recorder should use the 10-20 system 

which has 75 electrodes to capture the signal on a 

subject’s scalp. The electrode positions are showed in 

Figure2.  

As the EEG signal is extremely weak, BCI system 

need a high-gain amplifier to record the signal.  

In these 75 electrodes, the C3 and C4 are most 

relative to the subject’s motor imagery of left and right 

hand [4][5]. The event-related desynchronization(ERD) 

and event-related synchronization(ERS) are used as 

classification features.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Dataset was provided by Department of Medical 

Informatics, Institute for Biomedical Engineering, 

University of Technology Graz[6]. 

This dataset was recorded from a normal subject 

(female, 25y) during a feedback session. The subject sat 

in a relaxing chair with armrests. The task was to 

control a feedback bar by means of imagery left or right 

hand movements. The order of left and right cues was 

random. 

The experiment consists of 280 trials of 9s length. 

The first 2s was quite, at t=2s an acoustic stimulus 

indicates the beginning of the trial, and a cross“+”

was displayed for 1s; Then at t=3s, an arrow (left or 

right) was displayed as cue. At the same time the 

subject was asked to do the motor imagery according to 

the cue. 

The recording was made using a G.tec amplifier 

and a Ag/AgCl electrodes. Three bipolar EEG 

channels(anterior ‘ + ’ , posterior ‘ - ’ ) were 

measured over C3, Cz and C4. The EEG was sampled 

with 128Hz, it was filtered between 0.5 and 30Hz. For 

each trial, there are 1152 sampling points. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2 The electrode positions of 10-20 system 
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Figure 3 Electrode positions (up) and timing scheme 
(down)[7] 
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Ⅲ  PROCESSING 

 
A. Preprocessing of EEG signals 

 
Because there is a lot of random noise in EEG 

signal, so a suitable filter is necessary.  

As the motor imagery occurs at t=3s, which lasts 

for 6 seconds, so the data of 3s-9s a total of 768 

sampling points are used. Because of the ERD and ERS 

of motor imagery are mainly in the range between 10Hz 

and 12Hz in frequency domain[4][7], so the signals are 

filtered by a Butterworth filter, which is designed by 

Matlab with FDAtool toolbox. 

 

 

 

 

 

 

 

 

 

 

 

 

B. Traditional second-order model 
 

The EEG signals are nonstationary random signals. 

For each trial, it is a finite sequence which meets the 

condition of energy limited. So the method based on 

EEG’s discrete power is widely used. The power P is 

defined as 

 

 

 

According to the upper formula, the second-order 

characteristics of C3 and C4 were used as the criterion 

of classification. The elements of a two dimension 

vector are defined as 

 

 

 
 
 
 
 
 
 
 
C. Nonlinear transform of the original data 
 

In practice, the second-order characteristics of 

EEG signals perform some nonlinear properties which 

limit the effects of the linear classifier. So the improved 

methods based on the nonlinear transform of  the data 

can get better results. Figure5 shows a nonlinear 

transform can make linearly nonseparable data to 

linearly separable. 

 
 
 
 
 
 
 
 
 
 

In this work, two different transform were taken. 

 

Transform (A) C3 s-th power and C4 t-th power were 

combined into a two-dimensional statistic for  

classification. The two-dimensional features are defined 

as 

                      

 
 
 
 
 
 

Transform (B) This transform is an improvement of the 

former method. Based on the research, the signals of C3 

and C4 have relativity [8], for example, C3 signals have 

some component of C4. So for the C3  characteristics, 

multiplied by C4 (1-s)-th power to counteract the 

component of C4. The two-dimensional features are 

defined as 

 

Figure 4 The original signal and the signal after the band-pass filter 
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Figure 5 Nonlinear transform of original data 
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0<t<1 
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The target of the transform above is to make the 

linearly nonseparable data to linearly separable. After 

the nonlinear transform, the data can be classified with a 

linear classifier (e.g. Fisher classifier). 

For the reasons of individual subjects' differences 

and the electrode contact state, s and t have different 

optimal values in each trial, but in a period of time, the s 

and t have a relatively stable optimal value. It can be 

obtained through training. 

 
D. Fisher classifier 
 

The general type of linear discriminant function is 

 
 

 
 
g (x) is a signed scalar, when g (x) is greater than zero, 

that for the left hand motor imagery, when g (x) is less 

than zero, that for the right hand motor imagery. The w 

and w0 are obtained through training. 

Fisher classifier is based on a projection which 

can lead the multi-dimensional  to one-dimension. 

After the projection, the data are in one-dimension 

space Y,  sample average is defined as 

                       
 
 
 
 
The within-class scatter is defined as 

              
 

 
 
 
 

The sum of the two within-class scatter is defined 

as 

 

 
 

 
 
Fisher criterion function is defined as 

 
 

 
 
 
 

The w will make the JF(w) as large as possible[9]. 

For this experiment of the 140 trials, EC3 and EC4 

which come from nonlinear transform are used to train 

the classifier. 

IV. RESULTS 

 
In order to show how s and t influence the 

classification accuracy, a primary experiment was done 

which use 140 trials to train and to classify themselves. 

The relationship between s,t and the accuracy were 

shown in the following Figure6 (nonlinear transform A) 

and Figure7(nonlinear transform B). 
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Figure 6 The relationship between s, t, and the accuracy        
(nonlinear transform A)  
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With different s and t, the accuracy are also 

different. The traditional method is only a particular 

case with s=1.0 and t=1.0 in the both two methods 

above. So the conclusion can be drawn that the 

nonlinear transform achieved better results. 

As the nonstationarity of the EEG signals, the s 

and t are time-varying, a further experiment was taken. 

In this time, 40 trials are used to train the classifier, and 

the next 40 trails are used to check the results.  

This is a model which can be realized in a real BCI 

system. With this model, this system needs a short 

training for each user.  

The results are showed in Table I, which compared 

with the traditional method. 

With the comparison, it is obviously to find that 

nonlinear transform get a better result, especially 

nonlinear transform (B). 

 
 
 

No. 
Num 
of test  
trials 

Classification accuracy(%) 
Traditional  

method 
Nonlinear 

Transform(A)  
Nonlinear 

Transform(B)

1 40 87.50 87.50  95.00 
2 40 77.50 77.50 80.00 
3 40 95.00 95.00 95.00 
4 40 67.50 70.00 75.00 

avg --- 81.88 82.50 86.25 

 
 

V.  DISCUSSION 

 
C. Comparison with Support Vector Machine

（SVM） 
 

For the left and right motor imagery classification, 

there are also many methods such as SVM, but the 

SVM with   high computational complexity. This paper 

presents nonlinear transform methods with low 

computational complexity, which is more suitable for 

real-time systems. And the classification accuracy have 

already reached or even locally exceeded the SVM. The 

Table II shows the results of classification with SVM 

which is quoted from reference [10], and the dataset is 

the same one used in this paper. 

 
 
 
 

No.
Num of train 

trials 
Num of test  

trials 
Classification 
accuracy (%) 

1 80 140 84.29 
2 120 140 86.43 
3 140 140 84.29 

 
 
B. Analysis of misclassification 
 

In a real-time classification process, there are two 

kinds of classification errors, mistaking right to left and 

left to right. A good BCI real-time system not only 

requires a low misclassification rate, but also requires 

balance of the two kinds of misclassifications. A 

balance of the two kinds of misclassifications means the 

system's performance is more stable.  

The test results of misclassifications are shown in 

Table III. 

 
 
 
 
 

Figure 7  The relationship between s, t, and the accuracy 
(nonlinear transform B)  

TABLE I.  COMPARE DIFFERENT METHODS 

TABLE II.  CLASSIFICATION ACCURACY WITH SVM        
(QUOTED FROM REFERENCE[10] ) 

No.
Num of 

test  
trials 

Traditional  
method 

Nonlinear  
transform(B) 

L→R R→L L→R R→L 

1 50 7 2 3 4 
2 50 8 3 4 3 
3 50 4 8 3 3 
4 50 4 9 6 7 

TABLE III.  THE MISCLASSIFICATIONS OF  TRADITIONAL 

METHOD AND NONLINEAR TRANSFORM
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It is obviously to find that nonlinear transform (B) 

has a better balance of the two misclassifications. 

 
C. Further improvement 
 

In a real-time classification process，the optimal s 

and t will be obtained with training, but the 

nonstationarity of  EEG leads to a decline of accuracy 

over time. So a further improvement was raised. With a 

feedback adjustment, the s and t will be adjusted 

dynamic. 

As the EEG signals are extremely weak with noise, 

and even any prior information of the noise cannot be 

informed, in this case, an adaptive filter can provide an 

excellent performance in noise elimination [11]. 

 

VI. SUMMARY 

 
The methods in this paper give nonlinear models 

for BCI system with low a computational complexity 

which meet the need of real-time system. 

As the methods in this paper take into account of 

the linear inseparability and the relevance of C3 C4, so 

the methods get higher accuracy.  

The EEG signals are nostationary random signals, 

so the classification for them relate to many factors like 

filter design, nonlinear transform methods selection and 

parameters determination. And any factor can 

influences the other factors, therefore, in a real-time 

BCI system, the consideration must be integrated. 
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