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Abstract — Capturing is the first step in intrusion 
detection system (IDS). Having wire speed, omitting the 
OS from capturing process and no need for making a 
copy of packets from the system’s environment to the 
user’s environment are some of the system characteristics. 
If these requirements are not met, packet capture system 
is considered as the main bottleneck of IDS and the 
overall efficiency of this system will be influenced. 
Presence of all these three characteristics calls for 
utilizat ion of hardware methods. In this paper, by using of 
FPGA, a line sniffing and load balancing system are 
designed in order to be applied in  IDS systems. The main  
contribution of our work is the feasibility of attaching 
labels to the beginning part of each packet, aiming at 
quick easy access of other IDS modules to information of 
each packet and also reducing workload of these modules. 
Packet classification in the proposed system can  be 
configured to 2, 3, and 5 tuple, which can also be applied 
in IDS detection module in addition to load balancing 
part of this system. Load balancing module uses Hash 
table and its Hash function has the least flows collisions. 
This system is implemented on a set of virtex 6 and 7 
families and is ab le to  capture packets 100% and perform 
the above mentioned processes by speed of 12 Gbit/s. 
 
Index Terms — Packet capture, load balancing, hashing, 
IDS, FPGA  
 

I.  INTRODUCTION 

Intrusion detection systems (IDS) by following user’s 
activities would warn  network admin istrators about 
attacks, security threats and any unauthorized access to 
perform appropriate security action [1].These systems 
have the following four major parts: 

1. Packet Capturing: sniffing the line and capturing 
network packets and delivering them to higher 
layers 

2. Pre-processing: Stateful inspection of packets 
along with assessing each packets for checking the 
handshakes in a communication session by using 
the rules of the communication protocols and also 
creating state machine in order to identification of 
current event and prediction of next event [2] 

3. Detection: detection of attacks by using Signature-
Based, Anomaly-Based and Stateful Protocol 
Analysis methods [1]. 

4. Warning: warning and announcing the traffic 
characteristics of the attacker 

In this paper we t ry to design and implement a 
developed packet capture system for enhancing the 
efficiency of IDS. In the fo llowing, the general points 
about this packet capture system will be exp lained.  

The packet capture system first receives raw traffic of 
the network from a physical Ethernet interface and then 
performs the first needed processing on it. Captured 
packets must be copied in hardware memory  in  order to 
be transferred to the memory of operating system by 
using an interface. Afterward, it is the operating system's 
job to deliver the packets to the applications [3]. 

The next part of IDS is pre-processing of the packets; 
thus, in  order to decreasing operating system's tasks in  
this module and increasing IDS efficiency, it is better for 
a line sniffing system performs some init ial packet  
processing than its normal jobs. Decoding, classification 
and load balancing o f packets between processor cores or 
available processors are parts of processing which this 
system does besides packet capturing. Hardware 
implementation of this processing will prevent from 
wasting time in the operating system and affects IDS 
speed greatly. 

Because the network based IDS co llects raw packets 
from the line, it must repeat all network stack operations 
that were performed in the OS level in order to transfer 
data to the application. Among these operations, decoding 
will be performed in the capturing module. Decoding 
means acquiring different fields of packets. This 
operation will be discussed in section 3 in depth. 

Classification of packets in capturing module is 
performed with the goal of separating packets based on 
their flows. Flow is a collection of packets which has 
some similar fields in their headers. In  fact, assessing 
flows will deliver more information to the IDS than 
assessing each packet separately. Also for detection of 
most anomalies it is needed to asses a collection of 
packets [2, 4]. In this phase, for each flow an entry is 
allocated in the lookup table and also a key is consider for 
that. This key is obtained by some fields of packet  header. 
When a new packet  enters, available entries in  the 
memory are searched and if a  similar flow to the packet 
flow is found, that entry will be updated. If no, a  new 
entry must be created in the table.  

Another duty of packet capture system is load 
balancing among different applications and actually 
different processor cores or available p rocessors. Because 
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the speed of today networks links is increased and 
efficiency of processors does not satisfy this speed, 
capturing traffic of the network must be divided into 
processable divisions in order to reduce workload of each 
processing engine and increase processing speed. This 
aim could be accomplished by creating separate queues 
for packets with regard to their flows and allocating each 
queue to one processor core [5]. 

The aim of this art icle is to design a packet capture and 
load balancing system, which in addit ion to having ability 
to sniffing line by 12 Gbit/s; it can reduce workload of 
other sections of IDS and accelerate their speed by its 
added capabilit ies. The first capability of the proposed 
systems is label attachment to the beginning part of each 
packet. These labels are in fact, required data for the pre-
processing module that are acquired by re-decoding 
packets in this module before by software methods. 
Adapting this capability  will result in prevention of doing 
repeated actions in this module, reduction of workload 
and also an increase in speed. Feasibility of triple 
configuration of load balancing module is formulat ing 
another capability, which in the case of appropriate 
configuration; this capability will provide opportunity to 
omit packet classification process from IDS detection 
module and consequently will accelerate its operation 
speed. 

The remainder o f this paper is organized as fo llows. In  
Section 2 a rev iew is conducted on the previous works 
focused on different packet capturing methods in 
software and hardware. Furthermore, packet classification 
and load balancing methods are mentioned as well. 
Section 3, sniffing system is discussed in detail and a 
proposed method for its improvement is exp lained. 
Implementation of system on FPGA and its results is 
available in Sect ion 4 and finally Sect ion 5 is the 
conclusion of the article which also provides suggestions 
for future researches. 

 

II. RELATED WORKS 

The speed of different network connections and initial 
processing conducted in the packet capture module; result 
in variat ion in packet capture techniques. These methods 
are divided into hardware and software groups. In the 
following some of these techniques are discussed. 

In [3] a software method is provided .In this method, 
for accelerating packet  capture, a  type of special socket is 
introduced that is based on a circular buffer where 
incoming packets are copied and by doing so, it could 
reduce CPU t ime to capture and transfer packets. 

In [6] for speeding up the capturing process, DNA 
drives are used. These drivers by using processor unit of 
network cards and also DMA rings would accelerate 
capturing and transferring packets to the operating system. 
These drivers exist in 1 gbit/s cards base on Intel (el000e 
family) and also 10 gbit/s cards (82598/99). 

In [7, 8] a method named TNAPI is presented which 
uses I/O acceleration  technique and PF_RING. This 
method, other than to packet capturing, performs load 

balancing between some applications and now, is one of 
the best software methods used. 

In [9] nCAP is introduced that it could capture packets 
in wire speed by upgrading hardware driver and using a 
kernel module. Although this method claims the direct 
transfer of packets to the application layer, but it seems 
that this method is not followed by designers for 
permanent use in Linux cores. 

Hardware methods of packet capture adapt with lower 
layer o f network stack and also copy packets directly  
from network card to the user environment, without 
interference of operating system. So, usage of these 
methods speeds up the capturing process tremendously. 
For this purpose, in  [10] DAG hardware is introduced. 
Ability to capture packets in speed equal to 10Gb/s, load 
balancing, packet filtering, traffic rep licat ion and 
attaching time stamps are some of DAG’s characteristics.  

In [11, 12] another hardware, CAMBO, is delivered. 
Combo cards include basic and interface cards which 
perform network data processing like packet capturing in 
10 Gbit/s by transferring complex algorithms on FPGA. 
Of course, this card  has got higher speeds by increasing 
number of its ports.   

Another hardware method is NetFPGA which was 
referred in [13, 14]. Th is method is a flexible and simple 
tool for pattern matching. A lso a part o f its designing is 
dedicated to capturing and classifying of packets by wire 
speed, additionally filtering of packets is done by 
software methods too. This method uses virtex-II Pro 50 
FPGA. 

Due to the diversity of packet classification and load 
balancing methods, the next section will review the 
available methods. Generally, with respect to 
implementation framework, packet classification will be 
categorized into two methods: algorithmic and 
architectural. In algorithmic methods, it is tried to make 
packet fields processing faster by using available search 
algorithms. But these methods have no high efficiency. 
As a result, architectural methods have solved this 
problem by using high processing speed in hardware 
[15].Ternary content-addressable memory (TCAM) is 
one of the famous hardware methods which is used for 
parallel h igh speed search. But low efficiency, high cost, 
high power consuming and limitation in scalability for 
long keys [16] are shortcomings of this method. 

In [15] a comprehensive survey is performed on packet 
classification algorithms. Exhaustive search, decision tree, 
field decomposition and tuple space are among these 
algorithms. But due to use of prefix matching of 
addresses in these algorithms and lack of access to 
address prefixes in  packet  capture level, these methods 
cannot be used. On the other hand, in  most articles which 
needed fast exact match, Hash based methods are used. 
Compare to available algorithms, this method has less 
complexity  and more efficiency. But the main problem of 
this method is collision probability during inserting 
elements. Different methods are proposed to face this 
problem in [17-19]. 
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III. THE PROPOSED DEVELOPED PACKET CAPTURE 
SYSTEM 

Block diagram of the proposed packet capture system 
is shown in Fig. 1. Input of this system is the output 
traffic of a 10 Gb Ethernet interface and its output are 
packets which are in 8 separate memories related to each 
processor. Different parts of this system are illustrated as 
following. 

A.  Ethernet Module 
The first step of packet capture system is Ethernet 

module. Frame decoding, separating their body from 
header and delivering frame body to the next module are 
the main duties of this module. By decoding each frame, 
some informat ion such as source and destination MAC 
addresses and frame type will be identified. This 
informat ion is conducted to some parts of IDS which 
needs them. Another duty of this module is to set flags 
which are added to each packet  in  order to identify  
frames with incorrect CRC.  

B.  IP Header Extractor Module 
Because most attacks are on IP packets, proposed 

packet capture system only focus on IP packets. IP 
Header Extractor Module by decoding packets obtains 
source and destination IP addresses, datagram length, 
protocol type and offset of divided packets. Some of this 
informat ion is delivered  to next IDS modules as output to 
avoid repeated decoding. Then IP packets bodies with 
respect to the load balancing output are transferred into 
the memory o f one of the processors. 

2BC.  Load Balancing Module 
Classifying packets based on their flows is the first 

stage of load balancing module. Separating flows is done 
based on matching of some of the packet header fields. In  
DAG card which  was explained in Section 2, only source 
and destination address IP fields are used. For load 
balancing in  packet capture stage these two fields are 
sufficient. But other modules of IDS like signature-based 
detection module needs packet classification based on 
more fields [20]. So, in the proposed method for 

decreasing workload of these modules, configuration 
capability is added to the load balancing module. In fact, 
this system can be configured in 3 different types that 
include of 2, 3 and 5 tuple. In 2 tuple classification, 
matching of source and destination IP fields are 
considered, while in  3 tuple, protocol field is added to 
previous fields. In 5 tuple classificat ion, destination and 
source port fields are added as well. Th is quality results 
in more flexibility of proposed packet capture system. 

Considering comparisons in this paper, hash based 
algorithms are used for classifying packets. In  hash based 
algorithm of proposed system, first a lookup table is 
created for flows so that each of its entry is related to a 
flow. Then hash of considered fields of packets is 
calculated and the packet is allocated to an entry with 
hash value index. Output of each entry is the queue 
number that each packet must be placed in. Since some of 
hashing collision reduction methods are not synthesizable 
and they reduce the speed of system [18], a  hash function 
is used in the proposed system that can minimize the 
number o f co llisions. The remain ing collisions can be 
ignored. Suggested function is error detection CRC 
function. 

3BD.  Write Controller Module 
This module takes output of load balancing module 

which is the queue number of each packet and prepares 
data which must be written in  that queue. As previously 
mentioned, one of the capabilit ies added to the proposed 
system is attaching of labels to the beginning of each 
packet. These labels are ext racted from each packet by 
Ethernet and IP header extractor modules and are 
delivered to this part as input. Ethernet frame type, IP 
addresses, important offsets in packet, flags for warning 
about CRC error and checksum are among such labels. 
This capability provides the opportunity for other IDS 
parts like pre-processing to access this informat ion 
without any extra processing and also omits some 
processes like decoding which was carried out by 
software in some IDS like Snort [21]. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1:  Block d iagram of system 
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E.  Queues 
In this proposed packet capture system, 8 separate 

FIFO queues are considered for 8 p rocessor cores or 
different processors. The number of queues in this system 
can be increased easily and needs no extra processing. 
Load balancing module by connection with this part will 
be informed  about the size of queues. After that, this 
module will choose a queue with least occupied volume 
during selecting queue for in itial packets of each flow. 
Next packets of that flow will be located in the same 
queue. 

 

IV. IMPLEMENTATION AND RESULTS  

The proposed method for packet  capture has been 
written in VHDL language and Active HDL 8.2 has been 
used for simulation. Accuracy of this system has been 
measured by real traffic of the network in simulat ion 
level.  

Fig. 2 shows the simulation result of Ethernet module. 
For more clarity, we have shown results for one packet.  
Ethernet module separates frames payload from their 
header and delivers them to the next module. The value 
of Header fields such as frame type and also frame 
validity are determined by this module.  As seen from Fig.  
2, start and end of each frame are other outputs of this 
module. 

Simulation results of IP Header Extractor module is 
shown in Fig. 3. When a new packet arrives, this module 
starts it’s decoding. As seen from Fig. 3 header length of 
current packet is 5 and its datagram has 40 bytes length. 
Fragment flags, IP addresses and protocol type are other 
header fields that this module has extracted from this 
packet. By finishing the header data, IP Header Extractor 
has collected the entire packet payload parts in one output 
signal named packet and has sent it to the next module. 
Also, Complete arrive time of packet has informed by 
this module too.  

Fig. 4 shows Load Balancing module simulat ion 
results. As mentioned before, this module determines the 
appropriate queue for each packet according to the 
configuration type. In hardware description step of the 
proposed system, for more simplicity Write Controller 
module is considered as a part of Load Balancing. So, 
attaching of labels to the beginning of each packet is 
other duty of Load Balancing module. Therefore, needed 
informat ion of labels is given to this part in addition to 
classification in formation.  

Fig. 5 shows lookup table of Load Balancing module. 
As seen hash value of current packet  is 88H. So, the 
number of appropriate queue that is 8 has written in this 
entry of lookup table. The memory  of queues is shown in 
Fig. 6. For showing the accuracy of result we use only 
one packet for simulat ion.   

 
 
  
 
 
 
 
 
 
 
 

Figure 2:  Simulation result of Ethernet module 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3:  Simulation result of IP header extractor module 
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Figure 4:  Simulation result of load balancing module 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5:  Lookup table 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 6:  Queues  
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TABLE I. IMPLEMENTATION RESULTS ON SOME DIFERENT FPGAS 

 
For synthesis of written codes, XST synthesis tool has 

been applied and for implementation VHDL cods on 
FPGA, ISE 13.1 software has been used. This system has 
been implemented and tested on a FPGA which has10 
Gb/s Ethernet port. Comparison of important parameters 
of implementation on different chips, such as maximum 
frequency, final speed, utilizat ion of slice Registers, slice 
LUTs and etc. is shown in  table 1. The results show 
Xc7v585t has best speed and consumed fewer resources. 

 

VI.  CONCLUSIONS 

In this art icle a line sniffing system and load balancing 
for being used in IDS was designed and implemented. 
The aim of this system is 100% capturing of packets and 
accelerating function of next parts of IDS. For doing so, 
labels are attached to the beginning of the packets in  
order to prepare needed data for the other parts of IDS, 
e.g. Pre-processing. Also by suitable configuration of 
load balancing module, this system can classify packets 
in a way that signature-based detection module do not 
need to repeat it. Adding these characteristics to the 
system has no negative effect on the main role of the 
system. The proposed method has been implemented on 
Virtex6 and 7 families and it is able to capture packets in 
12 Gbit/s and perform the mentioned processing. 
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