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Abstract — Task scheduling is an important factor that 

directly influences the performance and efficiency of the 

system. Grid computing utilizes the distributed 

heterogeneous resources in order to support complicated 

computing problems. Grid can be classified into two 

types: computing grid and data grid. Job scheduling in 

computing grid is a very important problem. To utilize 

grids efficiently, we need a good job scheduling 

algorithm to assign jobs to resources in grids. This paper 

presents a new algorithm based on ant colony 

optimization (ACO) metaheuristic for solving this 

problem. In this study, a proposed ACO algorithm for 

scheduling in Grid systems will be presented. Simulation 

results indicate our ACO algorithm optimizes total 

response time and also it increase utilization. 

 

Index Terms — Grid systems, scheduling, response 

time, utilization. 
 

I. INTRODUCTION 

Grid is defined as a type of parallel and distributed 

system that enables the sharing, selection, and 

aggregation of geographically distributed autonomous 

resources dynamically at runtime depending on their 

availability, capability, performance, cost, and users' 

quality-of-service requirements. Grid technology is 

defined as the technology that enables resource 

virtualization, on-demand provisioning and resource 

sharing between organizations.  It can be confined to the 

network of computer workstations within a corporation 

or it can be a public collaboration. 

The term Grid computing originated computer power 

as easy to access as an electric power grid. Grid 

computing is the process of applying the resources of 

many computers in a network to a single problem at the 

situations like usually to a scientific or technical 

problem that requires a great number of computer 

processing cycles or access to large amounts of data. It 

involves the use of software that can divide and form out 

pieces of a program to as many as several thousand 

computers. It looks as distributed and large-scale cluster 

computing and as a form of network distributed parallel 

processing. 

Grid computing is an emerging computing model that 

provides the ability to perform higher throughput 

computing by taking advantage of man networked 

computers. They use the resources of many separate 

computers connected by a network to solve large scale 

computation problems. They provide the ability. 

 To perform computations on large data sets, by 

breaking them down into many smaller ones. 

 To perform many more computations. 

Grid computing appears to be a promising trend for 

three reasons: 

1. Its ability to make more cost-effective use of a 

given amount of computer resources. 

2. A way to solve problems that cannot be 

approached without an enormous amount of 

computing power. 

3. It suggests that the resources of many 

computers can be cooperatively and perhaps 

synergistically harnessed and managed as 

collaboration towards a common objective. 

Scheduling is a key concept in computer multitasking  

operating systems, multiprocessing operating system 

design and in real-time operating system design. In 

modern operating systems, there are typically many 

more processes running than there are CPUs available to 

run them. Scheduling refers to the way processes are 

assigned to run on the available CPUs. This assignment 

is carried out by software known as a scheduler or is 

sometimes referred to as a dispatcher. 

Grid Scheduling, Mapping of jobs to resources as per 

their requirements and properties. It is proposed to solve 

large complex problems. Grid scheduling is an 

intelligent algorithm capable of finding the optimal 

resource for processing a job. Major function is to find 

the optimal resources and to allocate them to each 

individual job. The grid scheduler is shown in figure1. 

The objectives of a grid scheduler are overcoming 

heterogeneousness of computing resources, maximizing 

overall system performance, such as high resource, 

utilization rate and supporting various computing 

intensive applications, such as batch jobs and parallel 

applications. The grid scheduler is mainly concerned 

with the following: CPU utilization to keep the CPU as 
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busy as possible, throughput number of process that 

complete their execution per time unit , turnaround time 

amount of time to execute a particular process and 

response time amount of time it takes from when a 

request was submitted until the first response is 

produced. 

 

 
Figure 1: Grid scheduler Architecture with its Components 

 

Artificial swarm intelligence, in particular Ant Colony 

Optimization (ACO), is a relatively new computational 

and behavioral paradigm for solving optimization and 

combinatory problems and hence it can be used for 

scheduling; it is based on the principles that control the 

behavior of natural systems. In such a simulation model, 

many distributed agents evolve and interact with each 

other in order to reach a global goal, such as ant colonies 

and bird flocks. This approach emphasizes the 

distributed structure of the problem, direct or indirect 

interactions among relatively simple agents and also 

among the agents and their environment. 

The application of swarm intelligence to networks 

problems arises when a group of autonomous programs 

(agents) are working together. This is referred to be “Ant 

Colony Optimization” ACO or multi-agent system. Each 

individual or program or autonomous module can be 

represented as an agent, these multi-agents can be used 

for network applications such as finding the shortest 

path, routing, scheduling, load balancing and 

management and so on. 

Some related works to using ACO inshceduling and 

load balancing are the use of multi-agents system, two 

algorithms has been proposed by (Heusse et al., 1998) 

[1]: The first one is based on round trip routing agents 

that update the routing tables by backtracking their way 

after having reached the destination. The second one 

relies on forward agents that update the routing tables 

directly as they move toward their destination. On the 

other hand, Salehi and Deldari (2006) [2] presents an 

echo system of intelligent, autonomous and cooperative 

ants. The ants in this environment can procreate and also 

may commit suicide depending on existing conditions. A 

new concept called Ant level load balancing and 

scheduling is presented for improving the performance 

of the mechanism. Sim and Sun (2003a)[3] has 

presented a Multiple Ant Colony Optimization (MACO) 

approach for load balancing in circuit-switched 

networks. MACO uses multiple ant colonies to search 

for alternatives to an optimal path. One of the impetuses 

of MACO is to optimize the performance of a congested 

network by routing calls via several alternatives paths to 

prevent possible congestion along an optimal path. In 

MACO, each group of mobile agents corresponds to a 

colony of ants and the routing table of each group 

corresponds to a pheromone table of each colony (Sim 

and Sun, 2003)[4] . By adopting the MACO approach, it 

may be possible to reduce the likelihood that all mobile 

agents establish connections using only the optimal path 

(Sim and Sun, 2003) [4]. The advantage of using MACO 

in circuit-switched routing is that it is more likely to 

establish connections through multiple paths to help 

balance the load but does not increase the routing 

overhead (Sim and Sun, 2003)[4]. Bulancea et al. (1996) 

[5], used mobile agents to encapsulate tasks, in 

distributed memory message-passing computers. In 

order to increase system flexibility and to balance an 

arbitrary graph topology computing environment, in the 

proposed model, the agents have the possibility to 

explore, learn and share information about the load. The 

proposed model was compared with deterministic 

DASUD and evolutionary algorithms. The allocation on 

physical processors of the proposed agent algorithm was 

generally better than that given by the DASUD 

algorithm when the task’s time requirement is increased. 

This study is divided into the following sections: In 

section 2 an overview of the Ant colony optimization 

algorithms. The proposed method is described in Section 

3. Results of the study are analyzed in Section 5. Finally, 

Section 6 presents the conclusions. 

 

II. ANT COLONY OPTIMIZATION ALGORITHMS 

In computer science and operations research, the ant 

colony optimization algorithm (ACO) is a probabilistic 

technique for solving computational problems which can 

be reduced to finding good paths through graphs [1-12]. 

The intelligent group-behavior characterizes the 

whole colony of social insects, such as ants; examples of 

that emergent behavior include foraging and nest 

building. This collective behavior can be viewed as a 

powerful problem-solving system that can solve 

problems such as scheduling and load balancing. 

Starting from simple interacting agents with rules of 

interaction among individuals and between individuals 

and the environment, the ant colony can provide 

intelligence far away from any individual capability. 

Properties associated with their group behavior, such as 

self-organization, flexibility and robustness, can be 

shown as characteristics that should exist in complex 



18 Scheduling in Grid Systems using Ant Colony Algorithm  

Copyright © 2014 MECS                                                I.J. Computer Network and Information Security, 2014, 2, 16-22 

system for control, optimization and problem solving 

techniques [8-13]. 

The problem of how almost blind ants could 

cooperate in order to find the shortest path to the food 

source has attracted ethologists for several years. It was 

found that they communicate by placing pheromone 

trails, a chemical substance that attracts other ants, along 

with their movements towards the source of food [6, 14]. 

An ant will prefer with high probability to follow the 

path having more pheromone, thus enforcing the trail 

with its own pheromone. This collective behavior is 

called autocatalytic behavior, in which it is defined to be 

a positive feedback process in which a process 

reinforces itself to enhance its performance, this 

feedback enforces the process towards a rapid 

convergence towards the final solution (Dorigo et al., 

1996)[6, 7]. 

The ants do not forage only for finding food, rather 

they forage in order to wander, search, return to home, 

attract to a target, trace pheromone and carry food [7]. 

The pheromones also evaporate over time. As a 

consequence, the pheromone will become less detectable 

after a while and the longer trails will be less attractive 

to other ants (Tarasewich and Patrick, 2002)[8]. Ants 

can construct the shortest path from their nest to the 

source of food, through the use of pheromone trails. The 

ant leaves some quantities of pheromone on the ground 

while it walks. The next one will sense it and based on a 

probability proportional to the amount of pheromone, it 

will choose its path. 

However, artificial ants have some major differences 

with real ones: First, ants have a memory. Second, ants 

are not completely blind, finally, the time of artificial 

ants is discrete (Krohn, 2001) [9]. 

Generally, Ant Colony Optimization (ACO) is a 

general-purpose heuristic algorithm, which can be used 

to solve different combinatorial optimization problems 

[6]. In ACO, the search activities is distributed over 

artificial ants, which mimic the behavior of real ants. 

The advantages of that system are positive feed-back, 

distributed computation and the use of a constructive 

greedy heuristic. Positive feed-back refers to the ability 

to rapid discovery of good solutions. The ACO is also a 

population-based approach in which parallization can 

easily be achieved [6]. 

One of the main important concepts added by ACO is 

that finding the solution is an emergent process of the 

cooperation and the interaction of simple agents. 

Another concept is the use of indirect stygmergetic 

communication by changing the environment. Ant 

algorithms can be considered multi-agents systems that 

exploit artificial stigmergy as a means for coordinating 

artificial ants for the solution of computational 

problems. 

The collective activities of social insects are self-

organizing, meaning that complex group behavior 

emerges from the simple interactions of individuals. The 

results of self-organization are of global nature, but 

come basically from local information and interactions 

[8]. The interaction within a society of insects can take 

one of the two forms: direct and indirect. Direct 

interactions can take the form of bodily contact, visual 

contact and food exchange. Indirect interaction is also 

important, it can occur when agents exchange 

information through the environment in which they 

exist. Thus the storage of information occurs at the 

colony level as well as individual level. This cooperation 

through modification is called stigmergy (Krohn, 2001) 

[9]. 

Basic operations of ant colony optimization 

systems: In this part; the basic and necessary operations 

that should exist in any ACO system, including our 

proposed model are summarized and discussed. In ACO, 

the ants are adaptive, i.e., if the environment changes, 

the ants will look for a better solution. The ACO is 

suitable to discrete optimization problems. The main 

characteristics of AC system are positive feedback, 

distributed computation and a constructive greedy 

heuristic (Dorigo et al., 1996) [6]. In the following; a 

short description will be given to the basic operations 

involved in ACO. 

Stigmergy: The indirect communications via the 

pheromones is an example of positive feedback called 

autocatalytic behavior.  Conversely, the negative 

feedback is introduced through the evaporation of 

pheromone trail [9].   The characteristics of the swarm 

intelligence model of ACO are the new added concepts 

of self-organization and stigmergy. In a distributed 

system such as Ant System, communication between 

agents is of the great importance. The form of 

communication is indirect. This communication can be 

viewed as a space deformation of the system in which 

ants reside [9]. The behavior of the whole ant colony is 

highly structured, interactions is based on a very simple 

flows of information (Colorni et al, 1992) [10]. The 

general idea of the ACO algorithm is that two opposite 

forces enforce the optimization method to reach the 

solution. The first force is autocatalytic process that 

drives the good solutions to emerge. The other force is 

the greedy force that always selects the first shortest 

path to find a solution. Neither of the two forces can 

reach the optimal solution alone. But when they are 

working together, it seems that the greedy force can give 

the right suggestions to the autocatalytic force and let it 

converge to the optimal value very quickly [10]. 

However, one of the problems of ACO is that whenever 

there is a significant change in the environment, it takes 

some ime before ants discover it and modifies their 

information. 

Pheromone evaluation: The pheromone that each ant 

lays attracts the following ants so that they will likely 

search in the same region of the search space. In general, 

it is assumed that pheromone evaluation is done locally 

by the ants. Merkle et al. [11] proposed to extend the 

local view of the ants by a look-forward strategy.   

Merkle et al. showed that the behavior of an ant 

algorithm can be improved scientifically when the ants 

use more information than just the local information 

values for their decision. 
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Information exchange in ant colony optimization: 

Information exchange between ant colonies is one of the 

most important factors that influence the optimization 

behavior. It was shown that several colonies could 

perform very effectively with a little exchange of 

information (Middendorf et al., 2000) [12]. 

Improvement is achieved by adding a little bit of 

information exchange. It was also shown exchanging the 

local best solution only and not to often is sufficient to 

have a very good performance. 

In [12], different information exchange policies are 

investigated. It was shown that exchanging a small 

amount of information significantly affects the 

performance of the optimization performance. This can 

be done by permitting the other colony to make benefit 

from good solutions obtained by other colonies. 

 

III. SCHEDULING USING ANT COLONY 

ALGORITHMS IN GRID SYSTEMS 

The scheduling strategy, in this work, is time 

dependent and follows the natural dynamics of the 

pheromone in real life. At a specified time period, each 

resource will act like a nest and sends number of ants 

(the number of ants depends on the loading status of 

each resource; the overloaded and underloaded resources 

will send more ants). 

 

 

 
(a) 

 

 

 
(b) 

 

 
(c) 

 

 

 (d) 

Figure 2: Example of the operations of the model. (a) An ant 

moves from A to D; (b) The ant moves from D to B; (c) 

Another ant moves from D to C; (d) The ant moves from C to 

B. 

 

Each ant will travel a tour (the tour length depends on 

the size of the system and the loading status of the 

resource). Finally, the proposed algorithm will be 

compared with the standard work-stealing algorithm. 

Our model is fully distributed, i.e., each resource 

behaves independently as well as each ant or agent, this 

mean that each resource or ant is autonomous. Figure 2 

represents the attached information to each node or ant. 

In our model, each node contains information about 

other nodes in the system (Figure 2). At the initial state, 

the table entries are Null. 

In each ant tour, the ant will carry the updated 

information about all nodes that the ant has been passed 

through. Upon arrival of the ant at each node, the 

following actions will be done: 

1. If the node does not have the information 

contained in the ant table, these information 

will be passed to the node table without any 

update. 

2. If the node contains information that does 

not exist in the ant's table, the ant table will 

be updated. 

3. If both of them share the same information, 

the newly updated one will replace the other. 
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IV. EVALUATION AND SIMULATION RESULTS 

In this section, we present and discuss the 

experimental results of the proposed scheme. All 

simulations were performed using MATLAB software. 

The proposed strategy was simulated and tested, the 

number of nodes in the Grid system was assumed to be 

30, an ant is assumed to travel from one resource to 

another in 1 time step, each task is assumed to take 40 

steps. In order to emphasis the efficiency of the 

proposed algorithm, we consider the case when the Grid 

system is very irregular; it is assumed that resource 

number 1 is busy with 60 tasks and the other nodes are 

idle, Figure 3 shows  the efficiency of both the work-

stealing approach and ant-colony approach. It is clear 

that the efficiency of the ant-colony approach comes 

from the ability to distribute loading information 

through all the nodes, the tour of ants was randomly 

chosen, however the cleverness of the ants to carry the 

new loading-status to each nodes increases the chance of 

each node to quickly find a good food source or a busy 

node. 
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Figure 3: Load distribution: The number of busy nodes in the 

time-steps 

 

Figure 4 compares the speed-up of proposed model 

versus the standard work-stealing approach. Based on 

the above settings, the proposed model achieved a 

speed-up of 12.6, while the work-stealing approach’s 

speed-up was 5.1. 

Figure 5 and Figure 6 studies the effect of enlarging 

the number of nodes against the number of steps needed 

to raise the load distribution up to 50%. It is shown that 

as the number of nodes becomes larger, the time-steps 

needed for the work-stealing approach increases 

dramatically, while the proposed model remains almost 

constant. 
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Figure 4: A comparison of the speed-up of the proposed 

model and the work-stealing model. 
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Figure 5: Load balancing dynamics: The required time steps 

needed to reach a load distribution of 50% versus the number 

of resources. 
 

This approach and its results give an example that 

highlights the importance of the swarm system in the 

decision-making process in general, where each agent 

can play a small role and the global behavior could be 

robust and reliable. 
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Figure 6: Load balancing dynamics: The required time steps 

needed to reach a load distribution of 50% versus the number 

of resources.



 Scheduling in Grid Systems using Ant Colony Algorithm 21 

Copyright © 2014 MECS                                                I.J. Computer Network and Information Security, 2014, 2, 16-22 

V. CONCLUSION 

It has been convincingly proved in the recent research 

papers that task scheduling on computational grids is 

best solved by heuristic approach. The project tried to 

cover the state-of-the-art studies about one such 

heuristic namely Ant Colony Optimization (ACO) 

algorithm and its applicaion to grid systems. In this 

study, we proposed method use of multiple nests, or ant 

colonies in the search process, helped in raising the rate 

of information exchange all over the resources in the 

system. Besides, the dynamical information exchange 

and the fully distribution are other main characteristics 

that distinguishes our approach. 

Results have shown the efficiency of the proposed 

model compared with the standard work-stealing 

algorithm in terms of number of busy nodes and the 

elapsed time to reach an efficiency of 50%. 
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