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Abstract—Delivery of data-enriched applications has 

become a top priority on the Internet, and Internet users 

are demanding faster and higher-quality services. Cater 

such requirements, Content Delivery Networks (CDNs) 

were introduced. However, the growth rate of information 

on the Internet requires infrastructural modifications to 

keep the consistency while maintaining quality of the 

Internet services. To this end, the Service-oriented Router 

is introduced to provide content based services by 

shifting the current Internet infrastructure to information-

based open innovation platform. In this study, initially we 

provide implementation notes of a software-designed 

SoR. Then we propose a new method of CDN Request 

Redirection (RR) (SoR-based RR), which is designed to 

redirect packets based on the content of packets and the 

status of content servers using an SoR as an edge router 

of a CDN. Furthermore, we present the design and 

implementation of a prototype to realize the SoR-based 

RR in a testing network. By analyzing the result of the 

prototype implementation, we show that the SoR-based 

RR can enhance the both client experience and faster 

adaptations to the server changes in CDN environments. 

 

Index Terms—Service-oriented Router, Network 

Simulation, Data Analysis, Content Delivery Networking, 

Request Redirection. 

 

I.  INTRODUCTION 

Communication technologies have become 

significantly advanced in the past few decades, with new 

technologies being invented to achieve efficient 

communication. In addition, people are more interested in 

sharing knowledge and information for various purposes. 

Innovations in information sharing are continuously 

accelerated to cater user needs in such environments. 

These motives have encouraged the construction of 

sophisticated environments for effective communication 

and information delivery.  

Content Delivery Networks (CDNs) are implemented 

to achieve low-latency content delivery such as; data 

streaming, on-line gaming and e-commerce web accesses 

by placing content servers near the customer [1]. RR 

techniques are used in CDNs to redirect client requests to 

the nearest surrogate server [1-7]. Therefore, it is 

important to maintain a better RR method that can find 

the nearest server for a particular user. Besides, a RR 

method can also achieve efficient server load balancing 

[6, 10]. DNS redirection and URL rewriting [1] are the 

most commonly used CDN redirection methods in the 

current CDNs. 

Several studies have been conducted on the impact of 

content delivery on networks in the past few decades. 

Before the adoption of worldwide server caching, such as 

CDN, some early research on the effectiveness of interior 

web caching were performed by Gadde et al [8]. In 

addition, recent studies [9, 10] indicate the DNS-based 

method can significantly reduce the download latency. 

Top-level CDN providers, such as Akamai [3, 4] and 

CenturyLink [5], use DNS-based RR to redirect client 

requests to the nearest surrogate server, or sometimes 

known as a redirector or an edge server. However, all 

those studies use multi tire name servers in order to 

maintain the consistency of changes of surrogate servers 

[3, 6, 11]. 

The DNS-based redirection use small Time to Live 

(TTL) values at the clients in order to adapt the changes 

occurs on the CDN infrastructure [1, 3, 4]. Consequently, 

small TTL values lead the client to access the local name 

server frequently to get an up to date infrastructural 

changes [1, 11 - 13]. Furthermore, name server resolving 

process increases the client waiting time due to 

communication between local name server and 

authoritative name servers to find the CDN surrogate 

servers’ IP addresses. Poese et al. [6] proposed a content 

aware traffic engineering design that give some hints 

about the ISP collaborated method of redirecting packets 

based on both status of the servers and the network. But 

that study also was not able to provide a solution to the 

clients regarding the latency factors of connection 

initiation and lags of the connection due to the DNS 

resolving process and small TTL values. Therefore, we 

argue that the usage of multi tire name servers and small 

Time to Live (TTL) values on DNS-based RR 

considerably degrades the connection initiation process. 

We argue that, if an edge router of the network can 

identify the server locations and redirects client request to 

the servers regardless of the IP address of the final 
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destination, we can utilize data redirection process to 

achieve faster connection initiation and faster adaptation 

to the server changes in a CDN. To this end, this study 

proposes a redirection mechanism which is redirecting  

 

 
Fig. 1. SoR-based RR Overview 

packets based on the content of the packet by using an 

Service-oriented Router [14, 15, 16] as an edge router of 

a network. Furthermore, we confer that the basic 

functions of the SoR such as; DPI and content based data 

redirection, introduce the ideal test bed to implement a 

prototype for an edge router based date redirection. Fig. 1 

illustrates the basic concept of SoR-based RR. The client 

sends the data stream to the SoR which is placed at the 

edge of network and SoR selects the proper surrogate; A, 

B, C or D, based on the content of the packet and the 

status of the server and, redirects the packet stream to the 

selected server. In addition, an SoR redirects packets by 

performing server load balancing if an SoR has routing 

records of more than one surrogate server. 

The paper is arranged as follow. A review of the DNS-

based RR is provided in the Section 2. Section 3 

describes the motivation of this study. Section 4 describes 

the software implementation of the SoR followed by the 

detailed explanation of prototype implementation of the 

SoR-based RR in Section 5. Test cases designs, 

implementations and the test results are presented in the 

Section 6. Section 7 is used to discuss the effectiveness of 

the SoR for the CDN redirection process and how the 

SoR-based RR is able to overcome the limitations of 

existing methods. Section 8 concludes the paper with 

tentative future implementations.  

 

II. BACKGROUND STUDY 

The Domain Name System (DNS) is a distributed 

database of records (name-to-address mapping) cached at 

intermediate name servers [17]. Each record has a time-

to-live (TTL) value that indicates how long it will be 

cached. Generally TTL values are set to one day [17]. 

The original operation of the DNS is to resolve a Fully 

Qualified Domain Name (FQDN) to its corresponding IP 

address [11, 17]. 

However, in CDN infrastructures, once the DNS is 

used to resolve the nearest surrogate server’s IP for a 

particular end-user, the DNS cache becomes a significant 

obstacle to providing real-time control of the CDN. The 

name resolution cache must be disabled by setting TTL 

values to zero in order to obtain real-time control in 

CDNs [1]. Small TTL values allow fine-grained load 

balancing and rapid response to changes in the server or 

network load. Nonetheless, small TTL values force 

clients to contact the authoritative name server for every 

name resolution request. However, this phenomenon 

increases access latency for particular content. 

To understand the behavior of the DNS in a real 

network, we captured and analyzed the traffic of a major 

Internet backbone network for academics in Japan. The 

most noticeable fact was that the occupation ratio of the 

DNS, which was occupied more than 25% of traffic 

during the captured time. Though we cannot conclude 

that the measured DNS traffic occupation was entirely 

from CDN networks, this clearly highlights that the DNS 

traffic is high in the Internet data exchange. 

On the other hand, recent studies [6, 18, 19] have been 

done to research about the ISP involvement of the DNS 

redirection. Authors have theorized that the ISP-CDN and 

DNS collaboration make the ideal network infrastructure 

for faster data delivery on the Internet. Those studies 

suggested of placing low level name servers at the ISP. 

Then redirect clients to the nearest server based on the 

status of both ISP’s network the status of the content 

servers. However, this method also requires the clients to 

frequently contact local name server in order to get the 

status of the CDN upon the expiration of TTL values [1, 

13, 19]. Besides, Anees et al. [1] confirmed that the DNS-

based server redirection must be based on the name 

server’s location, not on the client’s location. Therefore, 

the response delay associated with connection initiations 

and request redirections depends on the number of hops 

to the authoritative name server. That study pointed out 

that aforementioned factors are significant factors in data 

redirection and client response time. 

 

III. MOTIVATION 

Literature related to the DSN-based RR [1, 20-22] 

shows that the DNS-based RR method has following 

limitations while selecting and redirecting client 

connections to a particular content server. First, DNS has 

to travel through many tires of name servers to identify 

the nearest content server for a particular client [3, 4]. 

Second, users are required to find the nearest surrogate 

server's IP address before initiating a connection with the 

content server [6, 7, 10]. As a result, time taken to initiate 

a connection is comparatively high. Furthermore, due to 

the low TTL values, clients are required to query local 

name servers in short time intervals in order to adapt to 

the network changes. Besides, multi tires of name server 

resolving create lags in the middle of data transmission. 

As an example, lags in an online game playing due to 

sudden server changes, and lags in video streaming will 

degrade the user experiences. It will be critical for 

customer satisfaction. 

To this extend, as shown in the Fig. 1, in this paper, we 

propose a method to redirect packets based on the content 

from an edge router of the network. As a matter of fact, a 

network router connects several independent networks 

and forwards data from a source to a destination. Yet 
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general routers are not capable of providing content-

based services, and this limitation restricts their benefits 

for both users and network carriers.  

As a test-bed of a router providing content-based 

services, service-oriented router (SoR) [14, 15, 23] was 

proposed to enable data collection by stream recovery 

and deep packet inspection (DPI) and to provide content  

 

 

Fig. 2. Semantic Router Infrastructure Discussed in [15, 23] 

based services from the router itself. The SoR; as shown 

in Fig. 2, is specially designed router for providing 

services to end users from the router itself by using a 

dedicated APIs, which was proposed and implemented by 

our research team [16]. As explained in  [15, 23], packet 

stream analyzing on the router and providing a contents-

based services based on the analysis results proofs the 

effectiveness of the SoR as a service providing device. 

In this study, as illustrated in Fig. 1, we placed an SoR 

as an edge router of the network and the SoR was 

programmed to redirect packets: 1.) based on the content 

of the packet, and 2.) based on the status of the content 

servers. Moreover, SoR communication protocol was 

enhanced to advertise server status such as queue length 

to the edge routers (SoRs). Therefore, SoRs are able to 

detect the locations of the content servers and broadcast 

servers’ locations among the SoRs in the network. In 

addition, SoRs redirect the data packets to the nearest 

possible content server upon a packet arrival without 

depending on the destination IP address. Consequently, 

the SoR-based RR method does not require client to have 

exact destination IP address to initiate a connection. SoR-

based RR method requires the client to send data to the 

edge SoR and the edge SoR redirects the packet to a 

suitable content server. That flexibility enables the client 

to send packet streams without waiting DNS resolve to 

find the surrogate server's IP address. 

 

IV. SOR AND ITS UNDERLYING TECHNOLOGY 

 

A. Evaluation of SoR 

An SoR is a router that captures data streams passively 

and stores data in high-speed databases [15, 23]. An SoR 

is designed to capture data streams at wire rates such as 

10 Gbps in effective speed [24], after which, it 

reconstructs the data streams and performs DPI, including 

Layer 7 information. That mechanism was designed to 

provide an API for users to design interactive 

applications in order to support future Internet 

technologies. As shown in Fig. 2, Inoue et al. proposed 

the Semantic Router (SR) as the initial idea of the SoR in 

[15] and Nagatomi et al. implemented the cache based 

process engine to the proposed semantic router in [23]. 

 

 

Fig. 3. Services-oriented Router Infrastructure 

In contrast, the crucial problem of SoR is to maintain 

data throughput while performing packet analysis of 

Layer 7 information, storing data in databases, and 

retrieving data. These processes slow down the packet-

forwarding process and ultimately the performance of the 

entire network. To address such problems, we propose 

hardware-level acceleration to reduce memory accesses 

through hardware-based accelerations [23, 25, 26]. The 

software-based SoR was implemented on a JunOS V app 

engine for the commercial Juniper router, proving that 

SoR can perform high-throughput processing over gigabit 

networks [24]. Furthermore, the ns-2 SoR module was 

implemented in [27] to simulate basic functions of the 

SoR. 

However, the complete model of the SoR given in Fig. 

2 is still under research and development. Consequently, 

in this study, we implemented a software-based SoR as 

given in Fig. 3. Then, we used the implemented software-

based SoR to create a testing environment that we then 

used to simulate an SoR-based RR. The proposed 

software-designed SoR supports essential functions, such 

as 1) DPI to analyze packet information from IP layers to 

application layer, 2) packet-forwarding according to the 

content of the packet, and 3) communications between 

SoRs and CDN servers. The implemented software-based 

SoR has two major modules, packet analysis and routing 

module and radar module. 

 

B.  Packet Analysis and Routing Module 

According to the Fig. 3, the packet analysis and routing 

module consists of the following sub-modules: 1) packet 

receiver, 2) packet forwarder, 3) packet buffer, and 4) 
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redirection decision maker. The packet receiver is a 

UNIX UDP socket that listens to dedicated port 52,000. 

When a packet arrives at the port, the packet receiver 

moves the packet to a First-In-First-Out (FIFO) buffer. 

Then, the packet-forwarding module takes the packet 

from the buffer and forwards it to the redirection decision 

maker module. The redirection decision maker module 

consists of three parts: 1) analyzer, 2) forwarding 

information base, and 3) load-balancer. Once the packet 

arrives at the analyzer module, it inspects the packet in 

detail, including its UDP and IP header information along 

with the Layer 7 data. Then the analyzer module returns  

 

 

Fig. 4. SoR Forwarding Information Base (FIB) 

 

Fig.. 5. Advertisement Packet Structures 

the packet payload to the redirection decision maker 

module. Next, the redirection decision maker module 

generates a hash value using the packet payload. Then, 

the hash value correlates with entries in the forwarding 

information base given in Fig. 4, which is designed as an 

in-memory database. That table is used to find the 

corresponding next hop according to the payload of a 

particular packet. In that process, the redirection decision 

maker module finds the next hop IP addresses from the 

forwarding information base, using the generated hash 

value. The IP address of the next hop can be either SoRs 

or a content server. After the redirection decision maker 

module receives the forwarding IP addresses, the load 

balancing module selects one of the forwarding IP 

addresses based on the load balancing algorithm and 

returns it to the forwarding module in order to forward 

the packet to the next hop. 

We introduced three load-balancing algorithms to the 

SoR, namely, Random (Rand), Round Robin (RR) and 

Least Load (LL). For experimental purposes, we used 

server queue length as the criterion of selection for the 

LL algorithm. 

Finally, the packet forwarding module forwards the 

packet to the corresponding IP address returned from the 

packet analyzer module. This scenario is repeated in 

every SoR until the packet reaches its destination. 

Therefore, the SoR-based CDN system was designed by  

using a hop-by-hop data forwarding process. The hop-by-

hop design allows the SoR-based CDN infrastructure to 

have total control over packet forwarding between the 

client and the server. Unlike forwarding packets based on 

final destination's IP address, the exact destination is not 

required in this routing paradigm. This means that the 

routing of packets can be changed dynamically at any 

SoR, depending on the packet's contents. 

 

C. Radar Module 

The radar module is designed to gather neighbor 

information, which can then be used to make a decision 

on hop-by-hop forwarding. Once we add the neighbor IP 

addresses to the SoR in the router configuration state, the 

SoR automatically generates neighbor information table  

 

 

Fig. 6. SoR Data Packet Structure 

as depicted in Fig. 3. The module is capable of sending 

two types of advertisements: periodic advertisements and 

immediate advertisements. The packet structure used for 

the advertisements is given in Fig. 5. 

When a new surrogate server is added to the network, 

the surrogate server contacts its affiliated SoR and 

transmits several pieces of information, its presence, the 

type of data the surrogate server supports, and the queue 

length of the surrogate server using the packet structure 

given in Fig. 5. Once an advertisement is received at the 

radar module, it checks for the piggybacked information 

for the advertisement. If the advertisement is 

piggybacked, the SoR omits that advertisement. If not, it 

generates a hash value of the content and checks that hash 

value with the existing hash value records in the 

forwarding information base. If there are no records, it 

adds an entry to the routing table and, sends an immediate 

advertisement to its neighbors about the surrogate server 

via a UDP socket. On the other hand, if the content server 

is listed in the forwarding information base, the SoR 

checks for the queue length and updates the particular 

record accordingly, and then sends an immediate update 

to its neighbors.  Nonetheless, if any server does not 

contact its edge router, the particular router deletes the 

record from its forwarding information base and sends an 

immediate update to its neighbors.  Unless the 

aforementioned scenarios have occurred, SoRs are 

programmed to send periodic updates. For this 

experiment, we assumed that 1) all SoRs are up and 

running, and 2) no link failure occurs, and we set the 

periodic update advertisement between SoRs to 10 s. 
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V. PROTOTYPE IMPLEMENTATION 

The design of the simulation environment was based 

on three main modules; a traffic generator to serve as a 

client module, a server module, and a name server 

emulation module to emulate DNS. We implemented all 

clients, SoRs, and server programs using basic UNIX 

libraries such as pthread library, c++ map, c++ multi-map, 

c++ queue structures, and UNIX socket communication 

library [28]. 

For the experimental purposes, the SoR-based RR 

prototype was implemented based on UDP because, 1) 

UDP is a connectionless protocol and appropriate for 

route data in hop-by-hop routing protocol which was 

explained in Section 4; 2.) UDP is used in multimedia 

and online gaming applications [30, 31].  

 

 
A. SoR Simulation Topology 

 

 
B. DNS Simulation Topology 

 

Fig 7 Simulation Topologies 

 

A. Client Module 

We designed the client as a constant UDP traffic 

generator which is similar to a multimedia application or 

online gaming application. The client module was 

implemented to fill a packet with the information given in 

Fig. 6 and send the packet to the edge router. In the client 

configuring state, the client was programmed with the IP 

address of the edge router which is always an SoR. 

Besides, As explained in the Section IV, the client sends 

the data to the edge router without resolving the IP 

address of the final destination. This aspect allows the 

client to send data without waiting for name server 

resolution. Then, the particular edge router (SoR) 

forwards the data to the surrogate server as explained in 

Section IV. 

 

B. Server Module 

The server application accepts user requests on the 

socket and stores packets in a buffer implemented as an 

FIFO queue. The server fetches a packet from the buffer 

and generates a response packet using the same packet 

structure given in Fig. 6, and sends it to the associated 

edge router. 

In addition, server is configured to communicate with 

the edge SoR. The advertisement packet contains 

information such as the current queue length and IP 

address of the server. Once a new content has been added 

to the server, it immediately notifies the associated SoR 

about the content and the queue value. Otherwise, it sends 

keep-alive messages periodically to the edge SoR to 

inform that the server is alive and inform the present 

queue length. For experimental purposes, we 

programmed the keep-alive message interval as 5s. 

 

C. Name Server Module 

For our experiment, we created a simple socket 

communication program to emulate name servers. Since 

UDP is used in the domain name resolution [17], we 

created a simple c++ map to store FQDN and its 

associated IP address as the name server. Once a DNS 

query arrives at the name server, it checks the map file 

and returns the resultant IP address for the FQDN. 

 

VI. SIMULATION, EXPERIMENT AND TEST RESULTS 

We used a test bed with network virtualization 

technologies and VLAN technology to simulate a 

network. This environment was created by Hitachi 

Central Research Laboratory and presented at the Global 

Inter-Cloud Technology Forum (GICTF) [29]. This 

network has data centers at the Shin-Kawasaki campus of 

Keio University and Sendai, Japan. As shown in Fig. 7-A, 

we implemented the SoR-based CDN infrastructure on 

this network environment. The computational resources 

of the test environment were limited, but enough to 

implement the SoR-based RR prototype and evaluate 

with the DNS-based RR. We used three SoRs, one main 

server, two surrogate servers, and one client. SoR#1, 

SoR#2, and SoR#3 were used as the edge SoRs for the 

client, the surrogate servers, and the main server, 

respectively. All SoRs and servers were able to advertise 

themselves to their neighbors. We placed the surrogate 

server at the Shin-Kawasaki data center, because the 

surrogate server must be proximal to the client. 

The simulator was designed as a packet-based 

simulator. Therefore, the testing scenarios are created 

based on the number of packet sent by the client. We 

measured the Round Trip Time (RTT) and the packet 

arrival delay in each packet returned to the client, and we 

used those time values as the data to evaluate the SoR-

based RR method compared to the DNS-based RR 

methods. 

As shown in the Fig. 7-B, we placed name servers 

similarly to their placement in Akamai’s method of 

finding the nearest redirector [3, 4]. In this experiment, 

three layers of name servers; root, high-level, and low-

level name servers, were used to simulate the DNS-based 

CDN redirection. According to [1, 6, 11], the client TTL 
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value is always 1 s or 2 s. However, in our study, as we 

use packet based simulator, we were unable to set TTL 

values as 1s or 2s. Therefore, we programmed the DNS-

based simulation to resolve the DNS for every new 

content request and every change occur in servers. 

Testing scenarios were created as follows. Since our 

main focus is to find the connection initiation delays and 

reveal the performance of content server interruptions in 

the midst of the communication in both the proposed SoR 

and DNS-based RR methods, we planned the following 

scenarios. We set the client to send 500 packets initially. 

Only the main server was started at the beginning of the 

simulation. Therefore, all packets were redirected to the 

main server. Then, at the time client sent the 500th packet, 

surrogate server was started. Then, after the client sent 

the 1000th packet, we temporally suspended the surrogate 

server. Repeatedly, the servers; main and surrogate 

servers, were toggled for each 500 packets. In each 

scenario, we measured the RTT of response packets and 

the latency between two response packets. 

 

 

Fig. 8. RTT Comparisons 

In the SoR-based method, as only the main server was 

started initially, the main server was able to advertise the 

information about the content that the server supports to 

SoR#3. As a result, SoR#3 was able to advertise about 

the main server with the other SoRs in the topology. 

Consequently, once the client started and sent data to the 

edge router which is the SoR#1, SoR#1 redirect the 

packets to the main server immediate after receiving. In 

fact, in the DNS-based method, the client was 

programmed to query the local name server to get the IP 

address of the redirector. Once the name server returned 

the IP address of the redirector, the client was started to 

send data to the main server. In both methods, we 

measured the RTT and the packet inter-arrival time 

(latency between two response packets) of the response 

packets and the results were plotted in the graphs shown 

in Figs. 8 and 9. 

As shown in Fig. 8-B, for the connection initiation, the 

DNS-based method consumed about 0.095s. In fact, the 

SoR-based method was able to initiate the connection by 

consuming only 0.0375s, which is about 60% faster 

compared to the DNS based method. Furthermore, the 

DNS-based method shows high variances of RTT while 

temporary server shifting took place at the 500th, 1,000th, 

and 1,500th packets, owing to the required DNS 

resolution time. In contrast, as shown in the Fig. 8-A, the 

SoR-based method did not exhibit such high RTT 

variances. As an example, at the 500th packet, the SoR-

based method consumed only 0.0125s to redirect the 

packet stream from the main server to the surrogate 

server. However, the DNS-based method consumed about 

0.081s to redirect the connection from the main server to 

the surrogate server. In an average, the SoR-based 

method adopt to the server changes 58% faster compared 

to the DNS-based RR method. 

Fig. 9-B shows that the packet inter-arrival time for the 

DNS-based method increases during the period of server 

toggling, because the DNS-based method searches for a 

new server while content servers were being toggled. In  

 

 

Fig. 9. Packet Inter-arrival time Comparisons 

fact in the SoR-based method, according to the Fig. 9-A, 

the packet inter-arrival time does not exhibit such high 

increases when the servers are toggled. Packet inter-

arrival time is varying between 0.009s and 0.025s for all 

reply packets from both servers, with no sudden latencies 

in the packet arrival. That phenomenon allows the client 

to receive data smoothly without lags in the receiving 

data streams. 

However, based on Figs. 8 and 9, we understood that 

the RTT of the software-based SoR is slightly higher than 

a conventional backbone router, because the SoR 

performs DPI to determine the next hop. According to the 

Fig. 8, there is 0.01s RTT latency in the SoR packet 

forwarding. Reason is, regular routers were not 

programmed to DPI the packets to forward. They used 

simple static routing table to route the packets. Therefore, 

the results imply that the SoR processing delay also 

affects the client RTT. However, the difference in 

processing delay is insignificant compared to the faster 
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adaptation to the server changes and the faster connection 

initiation. Therefore, the merits of SoR are greater than its 

demerits in terms of communication delay. On the other 

hand, the RTT variation and packet inter-arrival time 

shifts up and down based on one baseline. As an example, 

in Fig. 8-A, the baseline RTT is about 0.022s for packets 

501 to 1,200, because the SoR was designed entirely as 

software, and basic thread communication methods was 

used to share the single packet queue between receiving 

and sending functions. Therefore, the thread lock of the 

packet queue between sending and receiving functions 

resulted in such variance in the RTT. Moreover, the 

network latency also affected the RTT. As an example, in 

Fig. 8-A, packets one to 500 show RTT values between 

0.0375s and 0.045s approximately, because those packets 

have to go through the public network in order to reach 

the main server at Sendai data centre.  

In contrast, the RTT of packets 501 to 1,200 

varied from 0.015s to 0.0275s with a baseline of  

approximately 0.022s, because those packets were  

 

 
Fig. 10. Queue Length of S:Servers for Load Balancing Algorithms 

destined for the surrogate server in the Shin-Kawasaki 

data centre together with the client. Those packets were 

not traveling in the public network, so the RTT is low 

compared to that of the packets traveling to the Sendai 

data centre. 

As Load balancing occurs only within an ISP network 

or a geographically near cluster [1, 11], to compare the 

effectiveness of load balancing implemented for the SoR-

based RR, we used only two servers attached to the Shin-

Kawasaki data centre. Originally, both surrogate servers 

were started and let the information propagate among the 

SoRs in the topology. Then, we started the client and let 

SoR#1 and SoR#2 redirect the packets among the 

surrogate servers by measuring the queue values of the 

surrogate servers. Afterward, we measured the RTT and 

the packet inter-arrival time of the response packets and 

plotted the results in Figs. 10 and 11. As Fig. 11 

illustrates, the queue lengths of both servers were low 

when using either the RR algorithm or the RAND 

algorithm, because every packet was delivered to one or 

the other server regardless of the server queue length. As 

a result, as depicted in Fig. 10, the loads of both servers 

were properly balanced. However, in the LL algorithm, 

since the SoR makes the decision based on the queue 

length of the server, the SoR has to wait 5s advertisement 

delay to determine the least load server. Within a 5s time 

interval, SoR#2 sends packets continuously to only one 

server, so the queue length of that surrogate server 

increases gradually. In the meantime, the queue length of 

the other surrogate server gets decreased gradually. As a 

result, the LL load balancing method shows a saw tooth 

pattern for both surrogate servers, as depicted in Fig. 10. 

Meanwhile, as depicted in Fig. 11, the RTTs of the RR 

and RAND algorithms are also low, because SoR#2 

redirects the packets to either surrogate server#1 or 

surrogate server#2 regardless of the advertisement delay 

since those two methods do not depend on the server 

queue length.  As the server load is properly balanced in  

 

 

Fig. 11. RTT Measurements for Load Balancing Algorithms 

both of RR and RAND methods, server response time is 

shorter. Therefore, client can get a response packet faster, 

and the RTT of those packets was low.  However, that of 

the LL algorithm was high. Owing to the longer queue of 

both servers and the fact that those servers take a long 

time to reply, as shown in Fig. 11, the RTT is gradually 

increased within the advertisement intervals. Furthermore, 

packets have to wait a long time in the server queue and 

the response time gets increased, so the RTT values were 

high. In fact, soon after SoR#2 received the server 

advertisement, it redirected the packets to the other server 

that has a lower queue value, and the RTT dropped 

drastically. As a result, the RTT also varies in a saw tooth 

pattern. 

 

VII. DISCUSSION 

Implementation of the SoR as software has both merits 

and demerits. The main advantage is that it can work as a 
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router, packet analyser and a packet redirector on 

different platforms under different Linux-based operating 

systems. The main disadvantage over this implementation 

is that hardware acceleration cannot be achieved, because 

the SoR is a software-based implementation. As Figs. 8-

A and 9-A reveal, the SoR consumes more process time 

than a regular router under some conditions and that 

affects the RTT eventually. For further optimization, the 

SoR has to be enhanced with thread-safe functions to 

obtain better maintenance of the packet queue to reduce 

the access delays of the queue. 

In addition, the proposed system does not maintain a 

DNS hierarchy, which was needed for managing the 

locations of surrogate servers in DNS-based RR. This 

feature figuratively reduces the time consumption to start 

a connection and to adapt to dynamic changing 

environments. Additionally, SoRs can capture CDN 

management messages directly and can also dynamically 

update their forwarding tables accordingly. As a result, 

data streams can be rerouted dynamically to an optimized 

surrogate server without additional costs to clients. 

However, performing DPI for both the IP and transport 

layer headers along with the Layer 7 information 

increases the SoR workload and the buffer size. As a 

result, a slight increase in the RTT can be seen in all 

results compared with the traditional routers. However, 

we have shown that the RTT delay was almost negligible, 

around 0.01 s. In terms of QoS and stabilization delay 

(the most significant point), SoR-based RR showed that it 

can significantly utilize the delay both in connection 

initiation and adapt to server changes. Moreover, the 

table size required for managing content hashes was 

small, and it supported quick retrieval of next hop IP 

addresses during packet forwarding. 

Furthermore, as contents are frequently changing in 

industrial CDNs, i.e. game applications, DNS-based RR 

multi-tires of name servers in order to manage constancy. 

As a result, in some circumstances, name server 

communication takes a long time to response. On the 

other hand, client's TTL values should be set to zero in 

order to get the frequent updates of the content servers. 

As a result, client contact local name server frequently to 

obtain the server changes [1]. But in the proposed method, 

the SoR communication protocol and the DPI of CDN 

management packets are able to observe the server 

changes quickly and update their FIBs according to the 

changes. As a result, SoRs are at the edges of the network 

can adapt to the server changes considerably faster and 

redirect data faster. 

Moreover, we presented load-balancing algorithms to 

test SoR-based RR's suitability as a load balancer.  

However, the communication protocol delay is 

affecting to some load balancing algorithms. Finally, as 

the Conclusion, the features of SoR, such as passively 

capturing data, storing data in databases, performing DPI 

on data from Layer 3 to Layer 7, and making routing 

decisions based on the packet contents, was utilized to 

create a prototype for optimization of CDN environments 

for faster connection initiation and quick adaptation to the 

server changes. 

VIII. CONCLUSION  

In this paper, first we implemented UNIX-based 

software-designed SoR which is capable of analyzing and 

store necessary data while packet streams are passing 

through the SoR. Second, we implemented a prototype to 

demonstrate SoR-based RR to redirect packets based on 

the content of the packet and the status of content servers. 

The placement of an SoR as an edge router of the 

network and programmed redirects packet streams to 

surrogate servers by analyzing the packet payload showed 

50% time reduction in connection initiation and 50% to 

60% faster adaptation for the server changes in the 

network. However all aforementioned advantages came 

without significant burden to both network and the client, 

yet the improved flexibility comes at a cost of an extra 

time of packet analysis on the SoR. That resultant 

averagely 0.01s increment in RTT of packet transmission. 

This paper showed only the quantitative measurement, 

such as RTT and client waiting time while RR, which is 

one fundamental component of a CDN network. In future 

implementations, we will examine the SoR-based CDN 

infrastructure qualitatively. That includes a discussion 

about server placement, CDN management and content 

distribution among servers. Moreover, we will pay 

substantial attention to proper queue and memory 

management and implement thread-safe functions to 

maintain the proper data propagation in software-

designed SoRs. 
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