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Abstract—Today, information collectors, particularly 

statistical organizations, are faced with two conflicting 

issues. On one hand, according to their natural 

responsibilities and the increasing demand for the 

collected data, they are committed to propagate the 

information more extensively and with higher quality and 

on the other hand, due to the public concern about the 

privacy of personal information and the legal 

responsibility of these organizations in protecting the 

private information of their users, they should guarantee 

that while providing all the information to the population, 

the privacy is reasonably preserved. This issue becomes 

more crucial when the datasets published by data mining 

methods are at risk of attribute and identity disclosure 

attacks. In order to overcome this problem, several 

approaches, called p-sensitive k-anonymity, p+-sensitive 

k-anonymity, and (p, α)-sensitive k-anonymity, were 

proposed. The drawbacks of these methods include the 

inability to protect micro datasets against attribute 

disclosure and the high value of the distortion ratio. In 

order to eliminate these drawbacks, this paper proposes 

an algorithm that fully protects the propagated micro data 

against identity and attribute disclosure and significantly 

reduces the distortion ratio during the anonymity process. 

 

Index Terms—Privacy preservation, data mining, k-

anonymity, micro data. 

 

I.  INTRODUCTION 

The researchers and policy makers` increasing demand 

for more comprehensive statistical information has led to 

a paradox. Statistical organizations collect a huge amount 

of data for statistical purposes. Responders can only 

satisfy the informational requests of a statistical 

organization when they are assured that their information 

is meticulously protected, used for producing general 

statistics, and their privacy is not at risk. Therefore, 

statistical data usage by external users should not disclose 

the individuals` identity and endanger their data privacy. 

Subsets of statistics that deal with such issues include 

statistical disclosure control, statistical data disclosure 

limitation, statistical data protection, statistical privacy or 

data anonymity. Data providers usually propagate data in 

two forms of tables and micro data. Tabular data is the 

common product of data providers. These tables include 

categorized data that is propagated in two forms of 

magnitude and frequency tables [1], whose security is out 

of the scope of this paper. Another form of data 

propagation is micro data. The datasets called micro data 

contain records comprised of a large amount of 

information about responders. In other words, each record 

includes several variables for a responder. Depending on 

who that responder is, included variables in the micro 

data can be the location, occupation, production, activity 

type, etc. [2].  

Disclosure refers to the inappropriate extraction of the 

information regarding an individual or an organization. 

Generally, there are two types of data disclosure: identity 

disclosure and attribute disclosure [2]. 

In identity disclosure, which is the most important type 

of disclosure, first the individual is identified and then 

based on his identity, his private information is extracted 

from the data. However, determining the identity is not 

always necessary condition to disclose the sensitive 

information about a responder. In some cases, only 

knowing that a responder is a member of a group, without 

knowing which one he is, is sufficient to disclose his data. 

In attribute disclosure, having information regarding the 

propagated table records is also essential. An instance of 

this type of disclosure, called attribute disclosure, is as 

follows. Assume it is known that individual I is in group 

G and from the propagated data, it is recognized that the 

revenue of each individual in group G is more than T. we 

can conclude that the revenue of individual I is more than 

T. 

Data disclosure occurs when an intruder can find the 

value of a sensitive variable related to the target 
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individual after identifying him. A variable is called 

sensitive if the data propagator does not wish to reveal its 

value for one or several specific responders to an intruder 

(for instance the revenue). The responder can be 

identified using the identifying variable. A variable that is 

individually or in combination to other variables, used to 

identify a responder is called an identifying or identifier 

variable [1]. 

If the responder can be identified only by this variable, 

it is called the direct identifying variable (e.g. name, 

address, etc.) and if the identity is recognized through a 

combination of variables, they are called, indirect 

identifying variable (e.g. age, education, location, etc.). 

Whenever a data provider wants to propagate a micro 

dataset, he removes the direct identifying variables from 

the file; therefore, there is no direct approach to 

determine whether a particular record belongs to a 

specific responder [1, 2]. 

For instance, assume the data provider wants to 

propagate a dataset consisting of micro data including 

information about location, occupation, and criminal 

history of responders. In addition, a record appears in the 

micro dataset in combination with the following values: 

"location: Isfahan, occupation: Mayor, criminal history: 

one case". 

If it is assumed that the name and the address of the 

responder is not propagated, many individuals in Iran can 

recognize who the responder is. They can particularly 

conclude that the responder, i.e. the mayor of Isfahan, has 

a criminal history. Any responder having a combination 

of values that occur infrequently in the population is in 

danger of being identified. 

This research aims to propose an extended model of k-

anonymity that preserves the privacy of micro data based 

on l-diversity and t-closeness algorithms, makes the 

propagated datasets secure against attribute disclosure, 

and reduces the distortion ratio. The rest of this paper is 

organized as follows: in the second section, the previous 

works and major approaches to preserving the privacy of 

micro data is presented. Section 3 introduces the main 

concepts used in the proposed method and section 4 

presents the proposed approach. Section 5 investigates 

the evaluation measures and section 6 tests the proposed 

method according to these evaluation measures. Finally, 

section 7 presents the conclusions and future works. 

 

II.  T. DEFINING BASIC CONCEPTS 

In this section, table T is presented as the initial table 

and T' is the table consisting of the propagated micro data. 

T' is comprised of a set of records from the set of 

attributes. The attributes of micro data is categorized in 

three groups as follows: 

Identifier attributes (direct identifier variables) like 

first name, last name, and national security number used 

to identify a record. Since, the goal is to eliminate the 

connection of sensitive information to specific responders, 

it is assumed that the identifier attributes of the micro 

data are removed or encrypted in a preprocessing stage. 

Indirect identifier variables or quasi-identifiers (QI) 

include postal code and age, which are used in 

combination to other external information to identify the 

sensitive information of the responders in the micro data 

table. In contrast to identifier attributes, QI attributes 

cannot be removed from the micro data table, since each 

attribute can potentially be a QI attribute. Sensitive 

attributes, including diseases or revenue, are the ones that 

require protection and an intruder is not aware to whom 

they belong. 

Next, it is assumed that identifier attributes are 

removed from the micro data table and quasi-identifier 

and sensitive attributes usually remain the initial micro 

data table and the published table. Another assumption is 

that sensitive variables are not accessible through an 

external source. These assumptions ensure that an 

intruder cannot manipulate sensitive attributes to increase 

his chance in disclosing the responders` identity. 

Unfortunately, an intruder may exploit the linkage 

techniques (linking attack) between quasi-identifier 

attributes and the information in external sources, which 

were collected from different locations, to identify 

records and individuals in the micro data table. In what 

follows, due to their application in the proposed method, 

some basic concepts are briefly explained: 

 

Definition 1 (k-anonymity): the modified micro data 

table T' satisfies k-anonymity if and only if each 

combinations of quasi-identifier attributes occur at least k 

times in T'. 

Definition 2 (p-sensitive k-anonymity): the modified 

micro data table T' satisfies the p-sensitive k-anonymity 

constraint if it satisfies the k-anonymity constraint and for 

each group-identity in T', the number of different values 

for each sensitive attribute is at least p in a similar group 

of quasi-identifiers.  

Definition 3 (p+-sensitive k-anonymity): the 

modified micro data table T' satisfies the p+-sensitive k-

anonymity constraint if it satisfies the k-anonymity 

constraint and each group-quasi-identifier in T' has at 

least p different levels of each sensitive attribute. 

Definition 4 ((p, α)-sensitive k-anonymity): the 

modified micro data table T' satisfies the (p, α)-sensitive 

k-anonymity constraint if it satisfies the k-anonymity 

constraint and for each group-quasi-identifier in ((p, α)-

sensitive k-anonymity, the number of different values for 

each sensitive attribute is at least p in each similar group 

of quasi-identifiers with at least a total weight of α. 

Definition 5 (l-diversity): a class is called l-diversity 

if there is at least 1 value for a sensitive variable in that 

lass and a table is called l-diversity if each class is an 

equivalent of that table [11, 12]. 

Definition 6 (t-closeness): an equivalence class is 

called t-closeness if the distribution distance between 

sensitive variables in this class and the sensitive variables 

in the table is not higher than threshold t; a table is called 

t-closeness, if all equivalence classes are t-closeness [13]. 

 

K-means clustering algorithm is one of the simplest 

and most well-known unsupervised learning algorithms. 
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In K-Means, the dataset is practically divided into 

predefined clusters. The main idea of this algorithm is 

defining k centroids for k clusters. The best choice for 

cluster centroids in k-means is placing them as far from 

each other as possible. Subsequently, each record of the 

dataset is assigned to the closest cluster centroid. The 

drawbacks of this algorithm is as follows: 

 

- The final answer strongly depends on the initial 

cluster centroids. 

- There is no specific procedure to compute the 

initial cluster centroids. 

- If in an iteration, the number of members in a 

cluster (except for the cluster centroid) becomes 

zero, there is no way to change and improve the 

current state. 

- In this method, it is assumed that the number of 

clusters is predetermined; however, in most 

application, the number of clusters is not known a 

priori. 

 

One of the solutions to eliminate the problem of 

selecting initial cluster centroids and finding the optimal 

k in k-means algorithms is running the algorithm several 

times. This leads us to x-means clustering algorithm. 

X-means clustering algorithm [22] was proposed in 

2000 by Andrew Moore and Dan Pelleg, which 

effectively searches the cluster space and the number of 

clusters to optimize the values and employs AIS and BIC 

metrics to measure this optimization. X-means first 

considers two values to determine the range of K. 

subsequently, lets K the smallest value in that range and 

runs k-means. The algorithm proceeds by adding to k 

until k reaches the maximum number. During this process 

the set of centroids with the highest score are selected as 

the output. The stages of x-means are as follows: 

 

1. Improving parameters. 

2. Improving the structure. 

3. Stopping the algorithm if K> Kmax and reporting 

the best score, as well as the obtained centroids. 

Otherwise go to stage 1. 

 

In what follows, the attribute weighting concepts are 

discussed. The set of attribute weighting operators are 

used to employ a certain mechanism to specify the value 

of each attribute in identifying the corresponding group. 

For instance, if a dataset is applied to this model to 

determine the diabetic patients, factors like the eye color 

is insignificant against factors like blood sugar. With 

appropriate weighting, we can specify such effects in the 

data. The weighting operator used in this research is 

called Chi Squared Statistic. This operator computes the 

relationship of each attribute in the input dataset with the 

label attribute using Chi-squared method and weights 

attributes accordingly. 

 

III.  RELATED WORKS 

Currently, the privacy preserving technologies in 

database applications are mostly focused on data mining 

and statistical domains. There are several statistical 

methods in this context that include global recording, 

local suppression, perturbation, and micro aggregation. 

Global recording: when a string variable is recorded in 

a micro data file, the strings of the variable are 

transformed into new strings that are less comprehensive 

and wider [14]. 

Local suppression: the value of a variable in one or 

more records is exchanged with a missing value. This is 

called local since it does not apply to all records, but to 

the number of records that are recognized as unsafe [14]. 

Perturbation: this is a general term for different 

modifications that exchange (not missing) values of a 

variable with (not missing) values of another. Some 

instances of this method include: adding random noise to 

continuous variables or using post randomizing method 

(PRAM) for string variables [15]. 

The post randomization method (PRAM) was first 

proposed by Sarandal et al. in 1992 that used an approach 

similar to the common randomized response technique in 

sampling to protect micro data files against disclosure 

through randomizing personal records. In PRAM, we are 

faced with micro data with many fields and strings that 

makes PRAM a NP-Hard problem [1, 15]. 

Micro aggregation: this is another statistical disclosure 

control approach in the group of perturbation methods 

that is employed for quantitative variables. One of the 

problems of using micro aggregation is performing 

optimal multi-variable micro aggregation with the least 

amount of lost data, which is a NP-Hard problem. Chin et 

al. proposed a method, which can obtain an approximate 

solution in O (n/k
2
) [16]. 

There are many privacy preservation methods in data 

mining. These methods can be categorized from different 

aspects including data distortion, data mining algorithms, 

rules and data hiding, protecting privacy, etc. we can say 

that the main goal of privacy protection using data mining 

approaches is modifying the main data through some 

methods, so that their privacy and validity is preserved 

[3]. 

Anonymization is one of the data mining methods for 

preserving the privacy of micro data that aims to 

propagate micro data for research purposes. This research 

is focused on data anonymization techniques to make a 

trade-off between ensuring the privacy of individuals and 

propagating the desired data. 

One recent study in USA has estimated that about 87% 

of the population of the United States can be uniquely 

identified through a "linking attack" using unique safe 

characteristics like (age, birthday, and the 5 digit postal 

code). In order to prevent this attack, a technique called 

k-anonymity was proposed by Samarati and Sweeney [5]. 

A table is called k-anonymous if its records can be 

recognized by at least k-1 other records through indirect 

identifier variables. In other words, each record in the 

main data table is mapped to k-1 record in the 

transformed table as we can see in table 1 [5]. 
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It should be noted that increasing k also increases the 

privacy protection; however, it also increases the lost 

information. In other words, the information validity is 

reduced [3]. K-anonymity technique guarantees that 

individuals are not uniquely identifiable by linking 

attacks and they are protected against identity disclosure 

attacks with probability of 1/k [4].  

Table 1. Example of k-anonymity where k=2 and QI = {Race, Birth, Gender, ZIP} 

 

Recent algorithms trying to solve the privacy 

preservation problem of micro data using k-anonymity 

aim to propose a method to reduce the lost information 

[6]. Meyerson and Williams [7] and Aggarawal et al. [8] 

have proved that optimal k-anonymity (based on the 

number of cells and attributes that are global recorded 

and local suppressed) is a NP-hard problem and used 

approximation algorithms to find the optimal k-

anonymity [10]. In order to achieve the optimal k-

anonymity, global recording and local suppression are 

employed [2, 6]. 

The drawback of k-anonymity is that although it makes 

data records secure against identity disclosure attacks 

with probability of 1/k, it cannot secure them against 

attribute disclosure. In other words, the low diversity in 

the values of sensitive variables allows strong attribute 

disclosure attacks. In order to eliminate this issue, the 

values of sensitive variables are diversified using a 

method called l-diversity. In k-anonymity, the generated 

data are not still secure enough to ensure privacy against 

attribute disclosure attacks using sensitive variables. In 

order to overcome this drawback, l-diversity introduces 

the concept of equivalent classes each of which has at 

least one different value for a sensitive variable [6, 9, 11]. 

It should be noted that in this method, records are not 

fully protected against attribute disclosure attacks, for 

instance similarity attacks [6]. 

After proposing l-diversity, researcher recently 

discovered that the distribution of personal information 

having similar diversity levels may provide different 

levels of privacy preservation. This is due to the semantic 

connection between the values of sensitive attributes and 

their different sensitivity level values. They also believe 

that preserving privacy is connected to the overall 

distribution. This made some researchers propose t-

closeness [6, 11]. 

Accordingly, algorithms were proposed to apply some 

constraints to k-anonymity, l-diversity, and t-closeness 

that are investigated in this paper. One of these 

algorithms is k-anonymity by Samarati and Sweeney [4]. 

Guillermo et al exploited micro aggregation to develop 

a k-anonymity algorithm and consequently, created 

privacy preservation on query logs. In fact, they applied 

clustering, one of the data mining techniques, to k-

anonymity. The advantages of this method includes 

efficiency and simplicity in comparison to other methods 

[2, 18]. 

In 2010, Chih-Hua et al. proposed a method called k-

support anonymity that enhanced privacy preservation in 

comparison to previous research and reduced the 

overhead of generating safe data. In 2011, Katerian Doka 

et al. developed k-anonymity on distributed data and 

succeeded to increase privacy, as well as reduce the lost 

information. It should be noted that in these algorithms, 

there is a high rate of lost data. Moreover, the constraints 

of l-diversity and t-closeness were not considered (which 

shows a weakness of preserving privacy in micro data). 

Moreover, p-sensitive k-anonymity, p+-sensitive k-

anonymity, (p, α)-sensitive k-anonymity were proposed 

[9] that considered the constraints of l-diversity; however, 

the problem of attribute disclosure was not fully 

addressed and these models are vulnerable to similarity 

attacks. Another disadvantage of these models is not 

applying the constraints of t-closeness. 

 

IV.  THE PROPOSED METHOD 

In this section a three stage algorithm is proposed that 

simultaneously applies l-diversity, p-sensitive k-

anonymity, p+-sensitive k-anonymity, and t-closeness 

constraints to the dataset and also significantly reduces 

the lost information. Figure 1.Shows the proposed 

method and its three main stages. 

Stage.1- Attribute weighting: The first stage to begin 

the process of data anonymization is attribute weighting. 

Race Birth Gender Zip Problem 

Black 1965 m 0214* Short breath 

Black 1965 m 0214* chest pain 

Black 1965 f 0213* hypertension 

Black 1965 f 0213* hypertension 

Black 1964 f 0213* obesity 

Black 1964 f 0213* chest pain 

White 1964 m 0213* chest pain 

White 1964 m 0213* obesity 

White 1964 m 0213* Short breath 

White 1967 m 0213* chest pain 

White 1967 m 0213* chest pain 



46 Extended K-Anonymity Model for Privacy Preserving on Micro Data  

Copyright © 2015 MECS                                              I.J. Computer Network and Information Security, 2015, 12, 42-51 

This stage affects the results of the data preprocessing 

stage. We can say that the quality of the generated 

clusters in the second stage fully depends on this stage. 

The output of the attribute weighting stage is a set of 

numbers that specify the effect of each attribute in the 

clustering operation. The attributes with larger Weights 

have the most effect on the clustering operation. The 

output of this stage is used in the preprocessing stage of 

the clustering operation. 

 

 

Fig 1. The stages of the proposed method. 

Stage.2- Data preprocessing: After executing the 

attribute weighting stage, the anonymization process 

enters the preprocessing phase. The goal of this stage is to 

run the clustering operations on the dataset such that the 

number of members in each clusters are not more than k. 

if the number of members in any cluster is higher than k, 

the lost information in the anonymization stage is 

significantly reduced. This stage is comprised of three 

parts: 

 

A- Selecting quasi-identifiers 

B- Level 1 clustering operations 

C- Level 2 clustering operations 

 

In what follows, each of these stages are explained in 

details. 

 

A- Selecting Quasi-Identifiers: 

In this section, according to the weights of quasi-

identifiers, a subset of them having the highest weight 

and the lowest diversity is selected for the clustering 

operations. It should be noted that the equal attribute 

values in a cluster is significantly effective in reducing 

the lost information in the anonymization stage. 

B- Level 1 Clustering Operations: 

In this section, quasi-identifiers are used for the 

clustering operations. In this research, all clustering 

operations are implemented by x-means. In order to run 

x-means algorithm, must select the minimum and 

maximum values for the number of clusters and the 

algorithm will select the best number of clusters in this 

range for the dataset. Subsequently, each record is labeled 

with a cluster and according to the selected range of k, 

clusters with members larger than k are considered as 

dataset D1 and clusters with members less than k are 

considered as dataset D2. 

C- Level 2 Clustering Operations: 

The level 2 clustering operations is explained in two 

parts: 

C.1- Clustering Operations on Dataset D1: 

In Dataset D1, according to the weights of quasi-

identifiers in the weighting stage, one or more attributes, 

which were not selected for the clustering operation are 

investigated and the attribute(s) with the largest weight, 

the lowest diversity in the remaining quasi-identifiers is 

added to the previous attributes, and the clustering 

operations are applied to each of their clusters again. In 

this stage, the label of the second clustering is assigned to 

the records in dataset D1. 

C.2- Clustering Operations on Dataset D2: 

Since the number of members in the clusters of dataset 

d2 is smaller than k, it is not appropriate to perform 

anonymization operations in the next stage. In the 

preprocessing stage, the number of members in each 

cluster should be larger than k; otherwise, the lost 

information in the anonymization stage is increased. 

Therefore, the number of members in each cluster in 

dataset D2 must increase more than k. In order to do so, 

the records` labels, by the level 1 clustering operations, is 

removed and clustering proceeds by eliminating some 

quasi-identifiers. The executive steps of this section are 

presented in figure 2. 

Stage.3- Data anonymization: Finally, after finishing 

the clustering operations on dataset D2 and assigning a 

new cluster label to it, clusters with members larger than 

k are stored in dataset D21 and clusters with members 

lower than k are stored in dataset D22; datasets D1, D21, 

and D22 are considered the inputs of the anonymization 

stage. 

The anonymization stage uses the three datasets D1, 

D21, and D22, which are the outputs of the preprocessing 

stage. In what follows, the specifications of these datasets 

are explained. Datasets D1 is comprised of the records of 

quasi-identifiers and sensitive variables, as well as cluster 

labels and a sub-cluster for each record. Dataset D21 is 

similar to dataset D1; however, each record has only the 

cluster label. Dataset D22 is also similar to dataset D21 

with the difference that records are not labeled. 

The anonymization operations are divided into three 

parts: 

 

A- Operations on dataset D1 

B- Operations on dataset D21 

C- Operations on dataset D22 

 

A- Operations on Dataset D1: 

In this section, based on users` requirements (users 

may only require one or more constraints), the algorithm 

first applies k-anonymity, p-sensitive k-anonymity, p+-

sensitive k-anonymity, and t-closeness constraints to the 

corresponding sub-cluster of each cluster.  

If it is not possible to apply these constraints to a sub-

cluster, the distance of the sub-cluster`s centroid is 

computed with the centroids of surrounding clusters, it is 

merged with the cluster with the minimum distance, and 

the constraints are applied to the sub-cluster again. If it is 

still not possible to apply the constraints the merging 

continues until they are successfully applied. These 

operations are performed on sub-clusters of each cluster 
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and finally, the output of this stage is the confidential 

dataset P (D1). 

B- Operations on Dataset D21: 

The anonymization operations on dataset D21 is 

slightly different from the operations in stage 1. The only 

different between dataset D21 and dataset D1 is the sub-

cluster label attribute. Records in dataset D21 are only 

labeled with the cluster attribute. The algorithm of this 

section is similar to the algorithm for D1, except for 

performing on clusters instead of sub-clusters. 

 

 

Fig. 2. The flowchart of execution steps of the clustering operations using dataset D2 

 

C- Operations on Dataset D22: 

The anonymization operations of this section is 

different from stages 1 and 2. Dataset D22 does not have 

cluster or sub-cluster attributes, since during clustering, 

the number of members in its clusters was less than k. 

In this stage, the k-anonymity, p-sensitive k-anonymity, 

p
+
-sensitive k-anonymity, and t-closeness constraints are 

applied to the entire dataset. If these constraints are not 

applicable, the elimination process is performed on the 

whole dataset and the amount of lost information reaches 

100%. 

Dataset D22 is usually small and its removal does not 

significantly affect the amount of lost information. This 

set is full of outliers and removing this data can 

considerably affect the security of the dataset. 

After finishing the anonymization stage, a confidential 

dataset is created with all k-anonymity, p-sensitive k-

anonymity, p
+
-sensitive k-anonymity, and t-closeness 

constraints, which is completely secure against identity 

disclosure and attribute disclosure attacks. The pseudo 

code of figure 3 presents the proposed algorithm. 

 

V.  EVALUATION MEASURES 

This section discusses the three general evaluation 

measures to measure the quality of the anonymized data. 

Distortion ratio: consider the value of an attribute in a 

record that is not generalized (global recorded). In this 

case, there has been no alterations. While, if the value of 

an attribute in a record is extended to a more generalized 

value in the taxonomy tree (hierarchical generalization), 

the alterations made on this attribute is in proportion to 

the degree of generalization performed on that attribute. 

For instance, if the updated value in the taxonomy tree is 

a node close to the root, the distortion ratio is higher; 

therefore, the distortion ratio of the values of the 

attributes depend on what height of the generalization 

tree they are located. For instance, the value that is not 

generalized is placed at height 0 of the tree. If a value is 

generalized on only one level, it is placed at height 1 of 

the generalization tree. 

 

VI.  EVALUATION 

In this research, Adult dataset is used [21] for 

evaluation, it was developed in UC Irvine Machine 

Learning Repository. This dataset is used as a metric for 

the evaluation of k-anonymity models regarding 

efficiency (similarity attacks), execution time, and the 

distortion ratio. The settings were adjusted similar to X. 

Sun L. Sun, and H. Wang, 2011.  

Records with unknown values in dataset were removed 

and as a result, a dataset with 45222 records were 

produced. Seven attributes were selected as quasi-

identifiers, column Health Condition with the sensitive 

values including {HIV, Cancer, Indigestion, Flu, Asthma, 

Obesity, Hepatitis, and Phthisis} was added to Adult 

dataset, and a sensitive value was randomly assigned to 

Begin 

Remove the dataset`s cluster label  

Select a subset of quasi-identifiers with the highest weight and the lowest diversity and perform 

the radiance operation  

Run the clustering operation in proportion to the range of k and label records with 

the name of the cluster 
80% of the clusters have more than k members? 

Select the cluster Are there any other quasi-

identifiers? 

Remove the quasi-identifier with the 

least weight and the most diversity, 

remove records labels and run 

radiance operations 
Remove records` 

cluster labels 

Store in dataset D22 

End Consider dataset D2 as the outlier data Are there any other clusters? 

Store in dataset D21 

Is the number of members more 

than k? 

Yes 

Yes 

Yes 
No 

No 

No Yes 

No 
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each data record. Table 2 presents a brief description of 

the modified dataset, which includes the used attributes 

and their type, number of distinct values, and hierarchical 

generalization height. 

In this experiment, p-sensitive k-anonymity, p+-

sensitive k-anonymity, (p, α)-sensitive k-anonymity, (k, 

p, t) Anonymizing3Layer (the proposed method), and (k, 

p+, t) 3LayerAnonymizing (the proposed method) 

respectively considered model 1, 2, 3, 4, and 5. All 

experiments were conducted on one system running 

Windows XP with a 2.00 GHz processor and 1GB RAM. 

 

 

Fig. 3. The pseudo code of the proposed algorithm 

 

A. Experimental Results 

The proposed algorithm was evaluated using metrics 

like similarity attacks, execution time, and distortion ratio. 

The experimental results are presented as follows: 

A.1- Similarity Attacks (Attribute Disclosure): 

points out to cases in which sensitive attributes have 

similar values in QIs and the intruder can obtain 

important information about the responders. The first 

seven attributes in table 2 were considered quasi-

identifier attributes and Health condition was selected as 

the sensitive attribute. The eight values of attribute Health 

Condition were divided into 4 predefined groups based 

on their confidentiality level. Table 3 presents this 

division. Each quasi-identifier, in which the values of all 

sensitive attributes are in one group, are vulnerable 

against similarity attacks. 

Table 2. A brief description about the dataset and the height of the 

generalization tree in dataset Adult. 

 

According to the experiment implemented in [9, 11, 

20], the following results were obtained. First a 2-

sensitive 2-anonymous confidential table was created, 

which transformed into a total of 21 minimized datasets. 

Thirteen of these datasets were vulnerable to similarity 

attacks. In one of these anonymized tables, in sum, 916 

records were derived from the class of the sensitive 

values and only four of these datasets were vulnerable to 

similarity attacks. Similar results were obtained about the 

p+-sensitive k-anonymity model; thus, we can conclude 

that the two p+-sensitive k-anonymity and (p, α)-sensitive 

k-anonymity models are significantly effective in 

reducing the possibility of similarity attacks. 

Subsequently, the confidential table of the proposed 

method, (2, 2+, 0.2) Anonymizing3Layer, was created, 

which was transformed into a total of 65 minimized 

clusters. In this 65 clusters, there was no vulnerability 

against similarity attacks (0/65=0.0%). In the confidential 

table of (2, 2+, 0.2) Anonymizing3Layer, 19 records were 

identified and removed as outliers and we can say that 

eliminating these 19 records was considerably effective in 

reducing the similarity attacks to zero. 

A.2- Execution Time: the execution time was 

compared for the four main privacy preservation metrics, 

p-sensitive k-anonymity, p+-sensitive k-anonymity, (p, 

α)-sensitive k-anonymity, (k, p, t) Anonymizing3Layer 

(the proposed method), and (k, p+, t) 

Anonymizing3Layer (the proposed method). Results of 

the experiments are presented in tables 3 and 4. In figure 

Attribute Type Height 

Age Numeric 5 

Workclass Categorical 3 

Education Categorical 4 

Country Categorical 3 

Marital status Categorical 3 

Race Categorical 3 

Gender Categorical 2 

Health condition Sensitive - 
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3, α=4, P=4, k=4, and t=0.5. In this figure, the horizontal 

axis shows the number of quasi-identifiers and the 

vertical axis indicates the execution time. The number of 

quasi-identifiers changed between 2 and 7. 

Table 3. The confidentiality degree of Health Condition 

 
 

Figure 4 shows that increasing the number of quasi-

identifiers also slightly increases the execution time of 

the proposed algorithm, which can indicate that the 

execution time of the algorithms are almost independent 

of the number of quasi-identifiers. 

In figure 4, results show that the proposed algorithm is 

considerably slower than the other three models. 

However, an issue is ignored regarding the time 

optimization of the proposed algorithms, which is not 

showable in the figures. As it was mentioned, in these 

algorithms, there are stages called weighting and 

preprocessing. These stages prepare the dataset for the 

anonymization stage. The important point about these 

stages is that they are performed only once for a range of 

k. 

For instance, if the range of k is between 2 to 100 and 

we aim to produce 98 anonymized datasets respectively 

with 2-anonymity to 100-anonymity, weighting and 

preprocessing stages are performed only once and the 

anonymization stage is performed 98 times. This shows 

that in large anonymization scales, the weighting and 

preprocessing stages are significantly effective in 

reducing the execution time and we can observe that the 

proposed algorithm is suitable for commercial purposes 

and large scale anonymization; in such cases, a reduction 

in the execution time of the proposed algorithm can be 

observed in comparison to other algorithms. However, 

due to the low number of anonymization for different 

values of k and p, the overhead of the preprocessing stage 

is considerable and the proposed algorithm is shown to be 

slower than the other algorithms. 

Figure 5 presents the effect of increasing k on the 

execution time. In the experiment of figure 5, the value of 

t and l are respectively 0.2 and 2. As we can see, by 

increasing k, the execution time first has a linear increase 

to a specific value. However, after that value, the 

execution time remains constant and even starts to 

decrease. 

In conclusion, this experiment shows that increasing k 

after passing the initial values results in k decreasing 

execution times with a very small slope. The experiment 

above indicates that regarding the execution time, the 

proposed algorithm is considerably more efficient than 

other methods. 

In this section, the productivity of the proposed 

algorithm was compared with the most well-known 

models. In the next section the distortion ratio measure is 

compared and discussed. 

 

 

Fig. 4. The results of the effect of increasing k on the execution time of 
the proposed algorithm in the first experiment. 

A.3 - The Distortion Ratio: the distortion ratio of four 

privacy preservation measures were compared: p-

sensitive k-anonymity, p+-sensitive k-anonymity, (p, α)-

sensitive k-anonymity, (k, p, t) Anonymizing3Layer, and 

(k, p+, t) Anonymizing3Layer. Results of the experiment 

is presented in figure 6 and 7. In figure 6, α=4, P=4, k=4, 

t=0.5. 

 

 

Fig 5. The effect of increasing the number of quasi-identifiers on the 
distortion ratio 

In figure 6, the horizontal axis shows the number of 

quasi-identifiers and the vertical axis shows the distortion 

ratio. The number of quasi-identifiers changes between 2 

to 7. As we can see, the distortion ratio values in the 

proposed algorithm is considerably less than 2 and 3. 

In table 6, we can see that increasing the number of 

quasi-identifiers also increases the distortion ratio. This is 

natural, since increasing quasi-identifiers also increases 

the lost information, which in turn increases the distortion 

ratio. Figure 7 presents the effect of increasing k on the 

distortion ratio. In the experiment of figure 7, values t and 

l are respectively considered 0.2 and 2. 

As we can see in figure 7, increasing k also increases 

the distortion ratio, since increasing k makes data more 

secure against identity disclosure attacks and thus more 

information is lost. Increasing k is directly related to 

increasing the security level of the output tables. 

Category ID Sensitive values Sensitivity 

One HIV, cancer Top secret 

Two Phthisis, hepatitis Secret 

Three Obesity, asthma Less secret 

Four Flu, indigestion Non secret 
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Fig. 6. Results of increasing k on the distortion ratio of the proposed 

algorithm 

 

VII.  CONCLUSIONS AND FUTURE WORKS 

This research proposes methods to preserve privacy 

and increase the safety of the propagated micro datasets. 

In this research, using clustering and attribute weighting 

concepts, a three stage approach was proposed. The 

proposed method fully protects the micro data against 

attribute disclosure attacks and significantly reduces 

distortion ratio. The proposed method can be improved as 

follows: 

 

- The proposed method can be improved regarding 

the execution time and the lost values. 

Investigating different weighting algorithms and 

applying them in the preprocessing stage can 

improve these issues. 

- One of the well-known clustering algorithms of 

WEKA, called X-Means, was used in this research. 

The provided results of the proposed algorithm 

can be improved by customizing this clustering 

algorithm. 

- Another issue is related to the anonymity stage of 

the proposed method. It seems that it is still 

possible to make optimizations in this stage to 

reduce the lost information and the execution time 

of the algorithm. 
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