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Abstract—Field-Programmable Gate Arrays (FPGAs) 

have turned out to be a well-liked target for implementing 

cryptographic block ciphers, a well-designed FPGA 

solution can combine some of the algorithmic flexibility 

and cost efficiency of an equivalent software 

implementation with throughputs that are comparable to 

custom ASIC designs. The recently proposed Secure 

Force (SF) shows good results in terms of resource 

utilization compared to older ciphers. SF appears as a 

promising choice for power and resource constrained 

secure systems and is well suited to an FPGA 

implementation. In this paper we explore the design 

decisions that lead to area/delay tradeoffs in a full loop-

unroll implementation of SF-64 on FPGA. This work 

provides hardware characteristics of SF along with 

implementation results that are optimal in terms of 

throughput, latency, power utilization and area efficiency. 

 

Index Terms—SF (Secure Force), FPGA, ASIC, WSN 

(Wireless Sensor Networks), security algorithms, 

Hardware implementation. 

 

I.  INTRODUCTION 

Reconfigurable hardware devices are highly 

captivating platforms for the implementation of 

encryption algorithms. FPGA implementation of such 

algorithms is a field of interest for researchers. For the 

last fifteen years, various implementations with different 

design tradeoffs have been proposed [2], [3], [4], [5], [6]. 

Each implementation has its own parametric definition 

for efficiency of which area, computation cost, power 

dissipation etc. are a few to name. Data security 

algorithms can be implemented on FPGA platform in 

different architectures, such as Iterative Looping, 

Iterative Looping with Partial Loop Unrolling, Full Loop 

Unrolling, Pipelining, and Sub-Pipelining [2]. The Secure 

Force shows good results on image and data encryption 

on general hardware platform [8].  This paper presents a 

full loop-unroll architecture of SF (64-bit) 

implementation on FPGA platform, which provides high 

throughput at the expense of very low hardware resource 

utilization. Loop unrolling, also known as loop 

unwinding, is a loop transformation practice that attempts 

to optimize the design execution speed at the expense of 

resource utilization (space-time tradeoff). 

In this paper, we have proposed a 64-bit 

implementation of SF on Altera Cyclone II 

(EP2C35F672C6N) FPGA using 422/354/139 LEs, 

which resulted in 2.3/2.6/3.43 Gbps throughput 

consuming 117.18/117.17/117.12mW power. The rest of 

the paper is organized as; the literature review is 

presented in sectio 2, in section 3 we define the working 

of SF algorithm and its architecture. In section 4 the 

performance evaluation criteria is discussed. The test 

results based on these evaluation criteria are presented in 

section 5. Finally, the paper concludes in the section 6. 

 

II.  RELATED WORK 

This section discusses the detailed research by many 

scholars in the field of data encryption in WSN. Bahram 

Rashidi[24] presented an FPGA implementation of an 

optimized combinational logic based Rijndael S-BOX in 

AES algorithm. Their attempt is to implement the 

complex mathematical equations using optimized and 

combinational logic circuits in order to minimize the 

dynamic power on FPGA. Their S-BOX implementation 

acheived a maximum clock frequency of 209.61MHz at 

the expense of 29mW dynamic power, with the S-BOX 

logic area of 45 slices. Bahram Rashidi[25] attempt 

another FPGA implementation of a low power 128-bit 

Advanced Encryption Standard (AES) algorithm based 

on a novel asynchronous self-timed architecture for 

encryption of audio signals. The self-timed architectures 

are based on asynchronous circuits that perform their 

function based on hand shake signals. These circuits 

perform their function independently from other modules 
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which makes these circuits independent of a clock pulse. 

This work of Bahram Rashidi[25] resulted in a complete 

AES algorithm implementation on FPGA with 100MHz 

maximum clock frequency and 283mW power 

consumption with the logic resource utilization of 2856 

slices on a Xilinx Vertix IV FPGA. Joseph Zambreno[6] 

attempt a hardware implementation of AES on FPGA 

where they explored the design decisions that lead to 

area/delay tradeoffs in a single core implementaion. 

Hoang Trang[11] proposed an efficient FPGA 

implementation of the AES algorithm. They used 

iterative looping approach with the block and key size of 

128-bits look-up table implementation of AES S-BOX. 

Tim Good[13] proposed two implementaions of AES 

algorithm on FPGA that are claimed to be the smallest 

and the fastest implementations of AES on FPGA. The 

proposed fastest implementaion acheived a throughput of 

25Gbps while the smallest only requires as low as 2 block 

memories and 124 slices to achieve 2.2Mbps throughput. 

Jingli Zheng[26] proposed a light weight symmetric key 

algorithm based on feistal structure. Their algorithm 

architecture is similar to our proposed algorithm in many 

ways such as; it has less number of encryption rounds and 

the scrambling of data is done in a simplified way, which 

makes their algorithm computationally inexpensive as 

compared to other benchmark algorithms. Thus, low 

complexity algorithms perform better when low battery 

power, efficient resource utilization, and adequate 

security is required. Hassen Mestiri[27] attempt efficient 

FPGA hardware implementation of Secure Hash Function 

SHA-2.  They optimized SHA-256 and SHA-512, and 

implemented their proposed design on Xilinx Vertix-5 

FPGA with logic area as low as 387 slices for SHA-256 

which resulted in a throughput of 1.58Gbps with the 

maximum operating frequency of 202.54 MHz. For SHA-

512, the area is 874 slices with 2.20 Gbps throughput and 

176.06 MHz maximum operating frequency.  

It is evident from the summary of our literature review 

that low complexity and light weight symmetric key 

algorithms are suitable for hardware imlementations as 

they require less area and their performance is 

comparable with standard encryption algorithms such as 

DES and AES in terms of throughput, power and 

operating frequency. 

 

III.  THE SECURE FORCE ALGORITHM 

Due to the advancement in the communication 

technology, various applications come up with numerous 

challenges including power, security, scalability, and 

design simulation problems [17], [18], [19]. Power 

constrained networks like Wireless Sensor Networks 

(WSN) demand an algorithm which can provide a reliable 

security with low power utilization. Recently proposed 

Secure Force algorithm is one of the candidates for WSN. 

The design of SF algorithm provides low-complexity 

architecture for implementation in WSN. To ensure 

energy efficient implementation, it is suggested to lower 

the number of encryption rounds [23]. In SF each 

encryption round encompass six simple arithmetic 

operations on 4-bit data to ensure security. This creates 

the adequate confusion and diffusion of data to confront 

various types of attacks. The key expansion process, 

implemented at the decoder, involves complex 

mathematical operations such as multiplication, 

permutation, rotation and transportation to generate keys 

for the encryption process. This shifted the computational 

burden to the decoder and indirectly, this will help to 

increase the lifespan of the sensor nodes. However, the 

generated keys must be transmitted securely to the 

encoder for the encryption process. The LEAP (Localized 

Encryption and Authentication Protocol) is employed for 

this case which is energy efficient, robust and secure key 

management protocol designed for WSN. Overall, the 

process of SF algorithm consists of 4 major blocks. The 

detail description of search block of the proposed 

algorithm can be found in [1]. 

Key Expansion Block: Key expansion is the primary 

process that is used to generate different keys for 

encryption and decryption. Different operations are 

performed in order to create confusion and diffusion. This 

is to reduce the possibility of weak key as well as to 

increase the key strength. The round keys (Kr) are 

derived from the input cipher key by means of the key 

schedule. The process consists of two components: key 

expansion and round key selection. The key expansion 

performs logical operations (XOR, XNOR), left shifting 

(LS), matrix multiplication using fix matrix (FM), 

permutation using P-table and transposition using T-table. 

The block diagram of key expansion block is shown in 

fig. 1. 

Key Management Protocol: The key can be securely 

sent to the encoder with the aid of LEAP [7]. It is a 

simple and energy efficient protocol designed for large 

scale WSN, which allows secure key establishment 

through the use of four types of keys. They are known as 

the individual key, group key, cluster key, and pair wise 

shared key. 

Encryption Block: The encryption process is initiated 

once the keys generated by the key expansion block are 

securely received by the encoder through the secure 

communication channel created by using the LEAP 

protocol. In the encryption process, simple operations, 

which include AND, OR, XOR, XNOR, left shift (LS), 

substitution (S boxes) and swapping operations, are 

performed to create confusion and diffusion. The detailed 

block diagram of the encryption block is shown in fig. 2. 
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Fig. 1. Block Diagram of Key Expansion Block 
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Fig. 2. Block Diagram of Encryption Process 

Decryption Block: The decryption process is just the 

reverse of the encryption process described above. 

 

IV.  PROPOSED SECURE FORCE ARCHITECTURE FOR FPGA 

IMPLEMENTATION 

Implementation of a cryptographic algorithm on 

hardware holds many choices of implementation 

techniques including pipelining, loop unrolling (full, 

partial, and e.t.c.), datapath width optimization, and 

substitution box designs. However, the full parallel loop 

unroll architecture is preferred where high throughput is 

required [13]. 

The proposed full loop-unroll FPGA architecture for 

SF consists of three modules; key generation module, 

encryption module, and decryption module. The top level 

entity named SF combines all three modules together to 

form a complete single-unit to implement it on Altera 

DE2 board. First, a 64-bit key passes through the key 

generator which generates K1, K2, K3, K4, and K5 that 

are also 64-bit keys for all five rounds as mentioned in [1]. 

These five keys (K1 to K5) will be used by the encryption 

block which takes the plain text from the IOs and 

converts it into a cipher text of 64-bits by applying the 

encryption process, which consists of five rounds. In each 

round different keys from K1 to K5 will be used. In the 

final step, the encrypted message with the same key used 

for encryption is passed to the decryption block which 

applies the reverse encryption process which also consists 

of five rounds, and uses the same keys (K1 to K5) to 

decrypt the encrypted message back to a plain text. 

In order to investigate the performance of individual 

block each encryption, decryption and key expansion 

block is implemented separately. The detailed description 

of sub-modules of SF will be given in their respective 

sections. 

Key Expansion Block 

Key expansion is the primary process that is used to 

generate keys for encryption and decryption process. 

Different operations are performed in order to create 

confusion and diffusion. This is to reduce the possibility 

of weak keys as well as to increase the key strength. The 

round keys (Kr) are derived from the input cipher key by 

means of the key schedule. The process consists of two 

components: key expansion and round key selection. The 

key expansion performs logical operations (XOR, 

XNOR), left shifting (LS), matrix multiplication using fix 

matrix (FM), permutation using P-table and transposition 

using T-table. The detailed block diagram of key 

expansion and round scheduling is available in [1]. 

The proposed architecture divides the key expansion 

sub-blocks into two categories 

Bit Position Interchange Module 

Shifting Module, Transpose, and P-Table are the 

modules that utilize no logic elements as these modules 

involve the interchange of the bits position only.  

Functional Logic Block 

Logical operations (XOR, XNOR, AND, OR), Fixed 

matrix multiplication, Transposition, and Adder block are 

the functional logic blocks of SF key expansion process. 

In these blocks, arithmetic and logic operations are 

performed. The logical operation block performs simple 

logic functions whereas the fixed matrix multiplication, 

transposition and adder block are custom designed to 

simplify the complex arithmetic operations to reduce the 

resource utilization and computational delay. 

Fixed Matrix Multiplication: As proposed in [1], the 

key expansion block requires the multiplication of four 

fixed matrices. The fixed matrix multiplication produces 

bounded results. We exploited this and applied the 

distributed arithmetic technique [9], which converts this 

complex multiplication task into simple pattern look-up 

problem.  Fig. 3, shows the fixed multiplication block, 

there are four of such multiplication blocks in the design. 

Since the multiplication produces bounded results every 

time, so, using distributed arithmetic techniques, the 

result of each multiplication bit is achieved by matching 

the multiplication result pattern on a look-up table.  

Adder Block: The adder block is the sub-block of the 

fixed matrix multiplication process. We designed a look-

up table for all possible outcomes of the fixed matrix 

multiplication and repeatedly used this block with 

different input bits configurations. The implementation of 

adder block is shown in Fig. 4. 
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Fig. 3. Fixed Matrix Multiplication Block 

 

Fig. 4. Adder Block 

Transposition Block: This block also interchanges the 

bits position, but this interchange process is the function 

of 4-bit inputs generated from the XOR block (logical 

operations). This conditional interchanging takes place 

with the help of multiple multiplexors as shown in Fig. 5. 

 

 

Fig. 5. Transposition Block 

Encryption/Decryption Block 

Encryption and decryption can be done with the same 

operations using different approaches. These blocks 

include simple logical operators, shifting block, ED-

block/F-block (encryption-decryption or functional 

block), and substitution (S-boxes). The circuit diagram of 

encryption and decryption blocks are shown in Fig. 6 and 

Fig. 7 respectively. 

The proposed architecture for SF Encryption and 

Decryption contains the following categories of modules. 

Bit Position Interchange Module 

Shifting blocks are the bit position interchanging 

modules used in the ED function. In these blocks only the 

interchange of bits take place, and no logical operations 

are performed, hence this module occupy no hardware 

resources. 

Functional Logic Block 

Logical operations (XOR, XNOR, AND, OR), ED 

function (F-function), and SBOX are the functional logic 

blocks of SF Encryption/Decryption process. In these 

blocks, complex logic operations are performed. The 

logical operation block performs simple logic functions 

such as XOR, XNOR, AND whereas the complex logical 

operation of F-function is custom designed as ED 

(Encryption/Decryption) block, and to simplify the design  

implementation, substitution(S-boxes) are designed 

separately.  

F-Function (ED function): It is the major element of 

encryption algorithm that induces diffusion of data. It 

performs substitution, AND, OR and left shifting (LS) 

operations on 16 bits of data as shown in Fig. 8.  

Substitution Box (S-BOX): F function uses four 

different types of SBOXs, constructed by using different 

operations to mix the data and to make the result more 

complex. SBOX results are generated in such a way that 

the middle part of each 4 bits data is considered as the 

column selector and the corner bits are considered as the 

row selector. Hardware implementation of SBOXs is 

shown in Fig. 9 to Fig. 12. 

 

 

Fig. 6. Top level view of encryption block 
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Fig. 7. Top level view of decryption block with ED-Function 

 

Fig. 8. ED-Function internal view 

 

Fig. 9. SBOX1 

 

Fig. 10. SBOX2 

 

 

Fig. 11. SBOX3 

 

 

Fig. 12. SBOX4 
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V.  PERFORMANCE EVALUATION CRITERIA 

Evaluation of SF algorithm on FPGA was carried out 

on certain well know parameters used by various authors 

[10],  [11], [12], [13], [14], [15] for the assessment of the 

performance of their proposed FPGA based designs. A 

brief description of the design evaluation parameters of SF 

implementation are mentioned below. 

Propagation Delay 

Propagation Delay is defined as the length of time 

which exists between the edges of a signal propagating 

from an input of a circuit to the output. Since the 

proposed design is based on a full loop-unroll 

architecture, so propagation delay is suggested as the 

amount of time required for the slowest signal to 

propagate from the input of the circuit to the output. 

Maximum Operating Frequency 

The maximum operating frequency defines the 

maximum clock rate at which the circuit can process the 

data without generating errors. It can be calculated as 

 

MPD
MOF

1
                          (1) 

 
Where MOF is maximum operating frequency and MPD is 

maximum propagation delay. 

Throughput 

The amount of data that can be encrypted/decrypted in 

one second defines the throughput of hardware based 

encryption circuit. The throughput is measured in bits per 

second and can be calculated by the given relation: 

 

wordsizefrequencyThroughput           (2) 

 

Area  

The area utilization of an FPGA based design is 

proportional to the number of IOs and the number of 

Logic Elements (LE) used. An LE contains [16]. 

 

 A four-input look-up table (LUT) 

 A programmable register and carry chain 

connection. 

 A register chain connection. 

 The ability to drive all types of interconnects 

 Support for register packing and feedback. 

 

Power Consumption 

The power consumption in FPGAs is divided into three 

components 

1) Static Power 

This is the power consumed by the FPGA when no 

signals are toggling. This can be the pre-program static 

power and it can also be the power being consumed by 

the device when there is no clock signal provided. 

2) Dynamic Power 

This is the additional power consumed by the circuit 

related signals which include the charging and 

discharging of capacitive loads and the toggling of 

signals. Higher clock frequencies result in higher 

dynamic power. 

3) I/O Power 

The I/O power is the power consumed by the I/O 

blocks.  

 

VI.  EXPERIMENTAL RESULTS 

A. Propagation Delay 

Propagation delay reports longest delay in nanoseconds 

between the edges of a signal propagating from an input 

port to an output port. 

 

 RR shows the longest delay measured from rising 

edge to rising edge. 

 FF shows the longest delay measured from falling 

edge to falling edge. 

 

Note that, in propagation delay, the highest delay 

(worst-case) is important. The propagation delay results 

for encryption, decryption and key expansion block are 

shown in table 1, table 2 and table 3. The 

timing/propagation delay results are mentioned in 

nanoseconds.  

Table 1. Propagation Delay for Encryption 

PARAMETER RR (ns) FF (ns) 

MEAN TIME 19.83971 19.8397111 

MAX TIME 27.847 27.847 

STD TIME 6.349543 6.34954339 

Table 2. Propagation Delay for Decryption 

PARAMETER RR (ns) FF (ns) 

MEAN TIME 18.4047 18.4046963 

MAX TIME 24.638 24.638 

STD TIME 5.647841 5.64784058 

Table 3. Propagation Delay for Key Expansion 

PARAMETER RR (ns) FF (ns) 

MEAN TIME 13.04696 13.0469631 

MAX TIME 18.681 18.681 

STD TIME 2.844862 2.84486153 

 

The results depicted in table 1 and table 2 show a 

slightly high propagation delay, and it is due to the fact 

that the proposed implementation is based on full-loop-

unroll architecture which elongates the electrical paths in 

the circuit (since each loop iteration is unrolled and is 

transformed into a separate circuit). Another reason for 

the higher propagation delay is that the experimental 

setup was carried out on an educational purpose FPGA 

board (Altera DE2), which is incomparable to the 
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professional development boards used in [6], [13], [14], 

[20]. 

Max-Operating Frequency & Throughput 

Table 4 shows the comparison of SF with some 

popular implementations of Advance Encryption 

Standard (AES) on FPGA platforms. It shows that the 

proposed implementation can attain a maximum 

operating frequency of 35.9/40.6 MHz with 2.3/2.6 Gbps 

throughput for encryption/decryption where as key 

expansion process can be executed at 53.5 MHz(max) to 

provide 3.43 Gbps throughput. 

Table 4. Maximum Operating Frequency and Throughput 

Design 
Max. Operating 

Frequency (MHz) 

(MHz) 

Throughput 

(Mbps) 

[20] 140.390  352  
[14] 350 4100 
[11] 287 647 
[13] 196.1 25107 
[6] 184.16 23570 

SF(64) 35.9/40.6/53.5 2300/2600/3430 
 

SF performs reasonably well in throughput and 

maximum operating frequency. The table shows the 

comparison of SF with some recent research work on the 

implementation of cryptographic algorithm on 

reconfigurable hardware/FPGA. Despite the fact that the 

propagation delay of proposed SF design is slightly high 

which is due to incompetent hardware used, SF shows 

very promising results in terms of throughput and 

maximum operating frequency.  

Area 

Area is the measure of Logic Element utilization of a 

circuit. The table 5 shows that SF can be implemented on 

Altera Cyclone II FPGA with as low as 354 Logic 

Elements (LE). Area/resource utilization is also 

calculated in terms of the number of slices (LCs in terms 

of Xilinx FPGA). The slice (LC) to logic element (LE) 

ratio is 1.125:1 as provided in [21]. 

Table 5. Logic Resource (Area) Utilization 

Design Device 
 (Slices) 

Enc/Dec 
% Area 

[20] XCV600BG560-6 1853 26 

[14] Vertix-5 800/1100 - 

[11] XC3S200 148 3.43 

[13] XC3S2000-5 17425 37.82 

[6] XC2V4000 16938 73.52 

SF(64) EP2C35F672C6N 476/400/160 1.27/1.07/0.42 

 

The resource utilization results indicate that SF (64-bit) 

is a very light-weight algorithm in terms of area/resource 

utilization. Table 5 shows that SF uses 1.27/1.07 percent 

of the FPGA’s hardware resources which is among the 

most area efficient implementations listed in the table 5. 

As listed in the table [11] has the lowest resource 

utilization but it is evident from table 4 that there is a lack 

of performance in terms of throughput, while SF, in 

contrast shows high throughput at the cost of very low 

logic resource utilization. The Throughput/Area ratio of 

above mentioned implementations are as follows 0.19[20], 

5.125/3.723 [14], 4.37[11], 1.44[13], 1.39[6], and 

4.83/6.5/21.44 for SF (64) proposed. According to the 

literature review depicted in the table 4 and table 5, it is 

evident that on FPGA perform SF can perform better than 

many other standard AES implementations, in terms of 

throughput/area ratio. As far as we know this 

implementation of SF is the first FPGA implementation 

with such throughput/area ratio.  

Power Consumption 

Power consumption of a circuit is divided in Static, 

Dynamic and IO Power consumption as mentioned in 

section 4. The table 6 presents the total power, static 

power and IO power consumption. 

Table 6. Power Dissipation for Encryption/Decryption/Key-Expansion 

in mili-Watts 

Total Thermal Power Dissipation 117.18/117.17/117.12 

Core Static Thermal Power 

Dissipation 

79.95/79.95/79.95 

I/O Thermal Power Dissipation 37.23/37.22/37.17 

 

In our literature review, we observed that many 

researchers have mentioned the dynamic power of their 

design. Dynamic power is the power dissipation caused 

by the clock (or switching of transistors). The proposed 

FPGA implementation of SF is based on full-loop unroll 

architecture which has no clock (switching activity) 

hence it has zero dynamic power, but for comparison 

purpose we have calculated the dynamic power of our 

design mathematically as [22]: 

 
2VfCP                         (3) 

 
Where  is assumed as the capacitive load of 

the IO,  (50% activity on every clock) is the 

average switching activity,  is the operating 

frequency, and  is the IO voltage which yields 

141.45mW of total dynamic power. 

 

VII.  CONCLUSION 

In this paper we implemented the SF (64-bit) on FPGA 

platform using Full Loop Unrolling technique. The 

proposed FPGA design performs reasonably well in terms 

of power consumption and resource utilization. The 

FPGA implementation of SF provides throughput of 

2.3/2.6/3.43 Gbps by using only 476/400/160 slices and 

117.18/117.17/117.12mW power, which is comparable 

with various implementations of AES. The proposed 

implementation is the first FPGA implementation of 

Secure Force (SF-64) algorithm. Complete Verilog code 

for altera DE2 board FPGA and MATLAB code for 

software implementation is freely available online at 

authors research gate link: 

http://www.researchgate.net/profile/Shujaat_Khan4.
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