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Abstract—In recent years, the Internet has incremented 

the several incipient applications that rely on multicast 

transmission. This paper discusses the challenges of 

scheduling algorithms for multicast in high-speed 

switches that reduces the overhead of adaptation by 

selecting a HOL (Head of Line Cell) using Round Robin 

pointer. The objective of this paper is to design a 

scheduling algorithm called MDDR (Multicast Due Date 

Round-Robin) scheduling to achieve maximum 

throughput and low delay that has two phases request and 

grant. In request phase, MDDR assigns a Due Date 

(Request Time Slot) for HOL cells of each queue in the 

input port. Round Robin Pointer is utilized in the grant 

phase to select a request if HOL occurs. MDDR achieves 

more preponderant performance than MDRR (Multicast 

Dual Round-Robin), since the request shall be made 

when the Due Date is reached. MDDR mainly minimizes 

many requests made for output ports and time complexity. 

The simulation results show that the proposed algorithm 

has good switching performance in throughput and 

average time delay under Bernoulli and bursty traffic 

conditions. 

 
Index Terms—Due Date, Grant, Multicast, Request, 

Scheduling. 

 

I.  INTRODUCTION 

The number of emerging applications of multicast are 

growing day by day and there is a requisite for the design 

of high-speed switches/routers. Multicasting is useful for 

many types of one-to-many applications, such as 

multimedia, video conferencing, collaborative computing 

and Data casting(file Distribution) or database 

synchronization etc. Mobile computer support such as 

remote address book updating and distribution of 

organizational publications. Multicast IP conserves 

bandwidth by forcing the network to do packet 

replication only when necessary, and offers an attractive 

alternative to unicast transmission for the delivery of 

network ticker tapes, live stock quotes, multiparty video-

conferencing, and shared whiteboard applications (among 

others). This is important because of the growing 

proportion of multicast traffic on the Internet (audio, 

video, IPTV, etc.). If we consider the example in Fig. 1, 

and assume that the 2 hosts connected to router D are 

receiving the same media content from the server. If the 

server sends the same message to hosts, H3 and H4, it 

either sends the same message two times (one per 

destination) or it can send the message only once over 

routers B and D. Once reaching D, the message gets split 

into two copies, one copy per destination host. Obviously, 

the latter case is a better choice as it optimizes the 

network resources and the time taken for the hosts to 

receive the data. In order to achieve this, routers B and D 

must be designed to support multicast traffic. 

In addition, people are more interested in sharing 

knowledge and information for various purposes. 

Innovations in information sharing are continuously 

accelerated to cater user needs in such environments. 

These motives have encouraged the construction of 

sophisticated environments for effective communication 

to deliver information. 

Internet users are demanding faster and higher-quality 

services. To cater such requirements, Content Delivery 

Networks (CDNs) were introduced. CDNs are 

implemented to achieve low-latency content delivery 

such as; data streaming, on-line gaming and e-commerce 

web accesses by placing content servers near the 

customer. In [16] author proposed a new method of CDN 

Request Redirection (RR) (SoR-based RR), which is 

designed to redirect packets based on the content of 

packets and the status of content servers using an SoR as 

an edge router of a CDN. In order to minimize the delay 

in the network, multicast supporting edge router is 

essential. 

It is important to note that the applications for IP 

Multicast are not solely limited to the Internet. Multicast 

IP can also play an important role in large distributed 

commercial networks. The demand for network 

bandwidth is very essential and many of the networking 

applications require high speed switching for multicast 

traffic at the switch/router level to preserve network 

bandwidth. It causes an incrementing interest in the input-

queued switches.  

A switch consists of three components: 1) input queues 

for cells arriving at the input links 2) output queues for 
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cells exit on output links 3) A switch fabric for 

transferring cells from the inputs to the desired outputs. 

LAN and Asynchronous Transfer Mode (ATM) switches 

are considered as a high performing internetworking 

protocol and uses a crossbar switch based on switched 

backplane. Further, these systems use the input queues 

for holding packets which are waiting to traverse through 

the switch fabric. Thus, it is known that the first in first 

out (FIFO) input queues can be used to maintain packets. 

 

 

Fig.1. Multicast Traffic Support in Core Routers 

A scheduling algorithm is utilized to configure the 

crossbar switch, to decide the order in which packets will 

be accommodated. Many integrated scheduling 

algorithms have been proposed earlier. They have been 

mainly proposed for input queued (IQ ) crossbar-fabric-

predicated switching architecture but multicast 

scheduling, mainly concerns how to transmit as many 

cells as possible from input to output. In the unicast 

traffic, Head-of-Line (HOL) blocking quandary occurs 

that is induced by first-in-first-out (FIFO) queue which 

gets avoided by utilizing virtual output queuing(VOQ) 

technique. Here, in this type of technique every single 

input maintains a separate queue for each output[7]. 

Numerous unicast scheduling algorithms have been 

proposed so far. iSLIP is the fast and efficient algorithm 

which has achieved 100% throughput in a single iteration 

for uniform traffic. In [11], MRR (Modified Round Robin 

Algorithm) proposes that it can show a performance 

equivalent to iSLIP, yet require less number of processing 

steps. Using multicast traffic [2], [5] we can avoid HOL 

blocking by utilizing 2
N
 -1 queues for each input port in 

N×N switch. This type of queue architecture is called 

Multicast Virtual Output Queuing (MC-VOQ). However, 

in the medium/sizably voluminous switches, because of 

its low Scalability, it is virtually not tackled. One such 

practical queuing scheme utilized for multicast switches 

is to assign a single FIFO queue at each input for all 

multicast traffic, however, the HOL blocking quandary 

limits the throughput. Whereas the other algorithms [1], 

[3] considered a circumscribed number of FIFO queues is 

maintained at each input to reduce the HOL blocking 

problem. Thus queuing architecture is denominated as k-

MC-VOQ and performance of these multicast switches 

are analyzed theoretically [12], [15]. As the link speed 

grows dramatically, high speed switches will have less 

time to perform scheduling process. As a result, iterative 

schemes and high matching overhead would cause delay, 

Matching overhead scales up very expeditiously, the link 

speed and the switch size increases, the desideratum for 

simple and high performance switches becomes very 

essential. Hence this paper, proposes an incipient 

scheduling algorithm called Multicast Due Date Round-

Robin (MDDR). 

The rest of the paper is organized as follows. In section 

II- the works related to designing multicast scheduling 

algorithm is discussed. In Section III- assumed switching 

architecture and proposed algorithm design is 

summarized. In section IV- the performance evaluation 

and analysis of the result is presented. Finally, we 

conclude the paper in Section V. 

 

II.  RELATED WORKS 

The majority of subsisting multicast switches [9]-[10] 

require in-switch packet replication, and a sophisticated 

central scheduler to maximize performance of the switch. 

TATRA [10] is a multicast algorithm predicated on single 

FIFO queue, where each input port has a single prevalent 

queue for both unicast and multicast traffic. The central 

scheduler maintains the N virtual queues and each is 

destined for one output port. In each time slot, the head-

of-line( HOL ) packet of each input queue is scheduled to 

join different virtual queues according to its destination 

output ports. Fan-out splitting [4], which sanctions a 

multicast packet to be sent to a subset of its outputs, is 

adopted to increment the switch throughput. However, 

TATRA suffers from serious HOL blocking because of 

its single queue nature. TATRA evades starvation but is 

additionally perplexed to implement a hardware due to 

heavy computations. 

To minimize the HOL blocking, multiple dedicated 

multicast queues have been utilized in [3] and [14]. In 

[14], each input port has a set of multicast queues. When 

a multicast packet arrives, it culls one of the multicast 

queues to join according to its load balancing policy. In 

each time slot, the scheduling priority is given to either a 

unicast packet or a multicast packet. According to the 

accommodation ratio of the two types of traffic. An 

iterative scheduling algorithm is adopted to maximize the 

switch throughput. 

To reduce the HOL blocking further, a multicast packet 

split scheme is proposed in [3]. In [3], the set of output 

ports is divided into m non–overlapped subsets, and each 

input port maintains m unicast / multicast shared queues 

and each is dedicated to a subset of outputs. When a 

multicast packet arrives, if its fan-out set wHOLly fit in a 

queue, it will join the queue; otherwise, the multicast 

packet is divided into smaller ones (each with a modified 

fan-out set) to join multiple queues. Again, an iterative 

scheduler is adopted to maximize throughput. 

ESLIP [6] adopts the VOQ structure to buffer unicast 

packets and puts all the multicast packets in a special 

single queue at each input port. It utilizes a variant of the 

iSLIP algorithm to schedule mixed unicast and multicast 

traffic. As can be expected, ESLIP eliminates the HOL 

blocking for unicast traffic, but not for multicast traffic. 
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In an extreme situation, where all the incoming packets 

are multicast packets, ESLIP cannot benefit from the 

VOQ structure and it authentically works on the single 

input queued switch.  

In [9], an efficient multicast scheduling algorithm 

called FIFOMS is proposed to avoid HOL blocking. The 

rudimentary conception is to discretely store 

unicast/multicast packets and memory addresses. 

FIFOMS uses prevalent unicast VOQs as pointer queues. 

More concretely, when a multicast packet with a fan-out 

of f ( f = 1 for unicast packet ) arrives, it is time stamped 

and stored in shared memory, and its memory address / 

pointer joins f different VOQ queues according to the 

fan-out set . In each time slot, the scheduling priority is 

given to pointers which are the unicast copies of a 

multicast packet with the most diminutive timestamp. 

Indeed, In Scheduling all multicast packets are 

“converted" into a unicast. At this end, the HOL blocking 

is consummately eliminated. But in order to maximize 

switch throughput, in-switch packet replication is still 

utilized for sending multiple replicas of a multicast 

packet in the same slot. This is achieved by an iterative 

scheduling algorithm, which incurs considerable amount 

of communication overhead. 

In [13], Multicast Dual Round Robin Scheduling 

Algorithm called MDRR is proposed to achieve 

maximum throughput with low-matching overhead. Here 

input schedulers are distributed to each input, and a 

global pointer „g‟ is collectively maintained by all output 

schedulers. Each input scheduler has two priority pointers 

that guarantee high throughput: a primary pointer and a 

secondary pointer. MDRR needs more message transfer 

between the input and output ports in the request phase. It 

does not ensure a minimum delay compared with 

MaxService[3]. When the number of queues and the fan-

out size (ef) increase MDRR could not obtain a maximum 

throughput than MaxService scheme done. Dual pointer 

utilization in the input ports are overhead here which 

takes longer execution time. 

We present a scheduling scheme called MDDR which 

primarily minimizes the request overhead at the output 

ports and eliminates the dual pointer utilization in input 

ports. It shows that MDDR more preponderant than the 

MDRR algorithm. 

 

III.  SWITCH ARCHITECTURE AND ALGORITHM DESIGN 

In this section, we give in detail the multicasting 

problem, switch architecture and the Multicast Due Date 

Round-Robin Scheduling algorithm for input queued 

crossbar switch which works in two phases request and 

grant. The pseudo code and steps involved in this 

algorithm are also detailed here. 

A. The Multicasting Problem 

The number of destination output ports of a multicast 

cell is known as its fan-out set. If we consider an NxM 

router with multicast capabilities, a multicast cell arriving 

at any of the N input ports can have any set of 

destinations between 2 and M. In order to avoid the HOL 

problem, the router must maintain up to 2
M

-1 separate 

FIFO queues per input to cover all possible fan-out set 

configurations. This architecture is known as the 

multicast VOQ (MC-VOQ)[12]. Because of the huge 

number of queues maintained at each input the extensive 

order to schedule the traffic, this architecture is the 

amount of information which exchanges and is 

considered to be impractical. Instead, researchers have 

used just one FIFO queue per input. This approach is very 

practical, however it has poor performance due to the 

HOL problem. Another solution is to maintain a small 

number, k, of queues per input for multicast traffic. This 

was a good compromise to achieve high performance 

while maintaining affordable hardware requirements. 

Cells with different fan-out sets will have to be placed in 

the same input queue because k is much smaller than 2
M

-

1. This mapping is known as the multicast cell placement 

policy. 

 

 
Fig.2. A 2x4 Multicast Crossbar Switch 

If we consider that router D (in Fig.1) uses just one 

FIFO queue per input for multicast traffic, its architecture 

can be described as depicted in Fig.2. By considering that 

the crossbar fabric operates at the same rate as the 

external lines, at each time slot every input can send at 

most one cell and every output can receive at most one 

cell. Because of the intrinsic multicast capabilities of the 

crossbar fabric, a cell (multiple copies) can be sent to all 

its destinations at the cost of one by simply closing those 

cross points corresponding to its output ports provided 

they are available. 

Subject to output availability and the scheduling 

algorithm used a cell may not reach all its destinations, 

indicated by its fan-out set, during one time slot. There 

are two known service disciplines used to deal with such 

situation. The first is known as no fan-out splitting. Time 

slot is defined as the time between two cell consecutive 

arrivals/departures to/from an input/output port of the 

router and the latter is known as fan-out splitting. When 

no fan-out splitting discipline is used, a cell must traverse 

the crossbar fabric only once. Meaning that a cell gets 

switched to its output destination ports if and only if all 

its destination outputs are available at the same time. If 

one, or more, of the output destinations is/are busy, the 

cell loses contention and all of its copies remain in the 

input port. If we consider no fan-out splitting discipline in 

Fig. 2, then either of the two HOL cells of queues MQ1 
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and MQ2 will be switched out but not both. The reason is 

because both cells have output ports 1 and 2 in their fan-

out sets and knowing that an output port can receive at 

most one cell and the no fan-out splitting discipline does 

not allow partial cell switching resulting in only one cell 

of the two being eligible for transfer. The no fan-out 

splitting discipline is easy to implement, however it 

results in low throughput because it is not work 

conserving. This can be seen from the example above as 

either output 3 or output 4 will receive a cell but not both 

depending on which MQ has been selected.  

However, fan-out splitting discipline is used, a cell can 

be partially sent to its destination output ports over many 

time slots. Copies of the cell that are not switched, due to 

output contention, during one time slot continue 

competing for transfer during the following time slot(s). 

The flexibility of allowing partial cell transfer comes at a 

little increase in implementation complexity, however it 

provides higher throughput because it is work conserving. 

In this paper, we consider fan-out splitting. Consider the 

example of Fig. 2 again and assuming a fan-out splitting 

discipline is used, then both the HOL cells of MQ1 and 

MQ2 can send copies to a subset of their output ports. 

Output 3 and 4 are receiving one cell each and therefore 

both copies destined to them, in the input queues, are 

transferred with no contention. Additionally, both HOL 

cells of MQ1 and MQ2 have cells destined to outputs 1 

and 2. However, we know that each output can receive at 

most one cell at a time. Therefore, at the end of the time 

slot, we will have remaining cells for output ports 1 and 2. 

These remaining cells are referred to as the residue.  

Depending on the policy used, the residue can either be 

concentrated on the input ports or it can be distributed 

over the input ports. As defined in, the residue is the 

number of cells left at the HOL of the input queues after 

losing contention for the output ports at the end of each 

time slot. In the example of Fig. 2, the residue is {1, 2}. 

A concentrating policy is one that leaves the residue on 

the minimum number of input ports. If we consider a 

concentrating policy in Fig. 2, the residue with be left 

(concentrated) on either MQ1 or on MQ2 but not on both. 

On the other hand, a distributing policy is one that leaves 

the residue on the maximum number of input ports. Using 

a distributing policy in Fig. 2 would result in the residue 

being distributed over MQ1 and MQ2 but not on one 

queue only. 

B. Packet Switch Architecture 

The proposed scheduling algorithm is fully made ready 

for synchronous input-queued (IQ) switches. The fixed-

size packet which is transmitted by the switch fabric is 

called cell. But only the fan-out splitting discipline is 

consider because the cells may deliver outputs over 

several cell times. Any multicast cell is characterized by 

its fan-out set, i.e., by using the set of outputs to which 

the cell is directed. We define the fan-out size „f‟ as the 

number of destinations of a multicast cell. The NxN 

switch architecture is shown in Fig. 3. Let us assume 

NxN switch having N input ports and N output ports, and 

the fabric is connecting input ports and output ports for 

any time slot. A small number k of FIFO queues 

dedicated to multicast traffic is maintained at each input 

port. Qij is the j
th 

queue in the i
th

 input port. Arriving 

multicast cells are partitioned into the k queues according 

to the fan-out size. Each queue contains the multicast 

cells with fan-out sets. A scheduling algorithm does the 

arbitration between the N input ports and N output ports, 

obtained by solving the bipartite graph-matching problem. 

This matching is a collection of edges, from the set of 

non-empty input queues to the set of output ports. Such 

that each input is connected to at most N outputs and each 

output is connected to at most one input. In each time slot, 

Input „i‟ is connected with set of output destinations. If 

the fan-out of the cell is completely served, a cell is 

removed from the corresponding queue to output 

destinations by properly configuring the non-blocking 

multicast switch fabric otherwise a cell is retained until 

all its destinations are served. 

 

 

Fig.3. NxN Input Queued Switch Architecture. 

C. Multicast Due Date Round-Robin(MDDR) 

In MDDR, Input schedulers are distributed at each 

input and a global pointer g is collectively maintained by 

all the output schedulers. Each input maintains a Due 

Date to be sent. This due date is generated based on the 

priority of cells contained in the fan-out. The highest fan-

out size port gets the first priority and next fan-out size 

has the second priority and so on. By keeping this order 

the throughput will be increased. This algorithm works in 

the following phases. 

Request: The input sends request to all the destined 

output ports corresponding to the first nonempty queue. 

At request phase, fan-out size of the current non-empty 

queue is measured in each input port and prioritize the 

input ports based on fan-out size. Next step is to assign 

the due dates to the cells within the fan- out. This Due 

dates are assigned in a priority input port which will 

assign the first Due Date (Due Date = 1) to the cells. On 

the second priority port, elements already presented in 

first priority are assigned to second Due Date (Due Date 

= 2) and remaining cells are assigned to the first Due 

Date (Due Date = 1) and so on. On the completion of 

these Due Dates, the requests will be made to output ports. 

Grant: In the Grant phase, if more than one request is 
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made for the same port, the global pointer pointing one is 

granted and the others are rejected then the global pointer 

is incremented to the next position. 

 

 

Fig.4. An Example of MDDR for 4x4 Switch With k=2 in time slot 1 

 

Fig.5. Request and Grant Phase of MDDR in Time Slot 2 

Fig. 4 shows an example of the MDDR algorithm for a 

4x4 switch where each input port maintains two multicast 

queues. Input 2 is the priority input 1 which is based on 

the highest fan-out size. All the inputs and outputs 

perform the arbitration in parallels to find its match. In a 

request phase, Input ports are prioritized as priority input 

1, 2 and so on. All the input ports choose the highest fan-

out size queue as selected queues as shown in Fig.4 and 

Fig. 5. In the Priority order all inputs make request to the 

output ports at the time slot. In the initial time slot, no 

output port  receives more than one request because of 

after fan-out splitting only 4 fan-outs of cells are assigned 

due date 1 so all the other requests are granted in the 

grant phase. In the next time slot, all the due date 2 

assigned cells of the previous time slot are reassigned due 

date 1 which leads to output ports to receive more than 

one request. In this case, output round robin pointer 

currently pointing one is granted and others are rejected 

and then the pointer is moved to the next position. This 

scenario is shown in Fig. 5. 

When considering alternative multicast switch 

schedules, we can evaluate how they affect cost structure 

and whether they make operation easier to manage. With 

this aspect, MDDR got the following characteristics. 

 

 Supports multicast and multi queues at input ports. 

 Utilization of output ports in well since the 

throughput is increased. 

 MDDR is easy to implement in the hardware. 

 MDDR will manage maximum load offers.  

 Have the ability to flex up to meet queue demand 

when multicasting.  

 Execution of Due Date assignment is fast. 

 

D. Pseudocode of MDDR 

Input : Time slot (tn), Input ports Ini, 
 
loop each (time slot)-k 
Fan-outsizes={(i,Size),(..,..),.......} 
Fan-outsizes=Decending order of   Fan-outsizes 
loop each cells m having duedate 2 
assign Duedate(m)=1 
end loop 
loop each i (input ports) in Fan-outsizes-i 
myfan-out->fan-out(i, Queue, k) 
for each cells in fan-out 
myfan-outnode->current fan-out cell  
 if{cells having no due date} 

{ 
 if{no cell having current due date} 

{ 
Duedate(myfan-outnode)=1 
Send Req i 

} 
else 

{ 
Duedate (myfan-outnode)=2 

} 
} 

if {i =global_pointer }  
grant (i) 
 end loop (fan out) 
 if { global_pointer=count(inp) } { 
global_pointer->0 
 }  
else  
{ 
global_pointer [global_pointer+1] 
 }  
 end loop (input ports) 
end loop (time slot) 

 

E. Steps involved in MDDR Algorithm 

 Prioritize input ports based on high fan out size 

 Iterative through Priority order of input ports 

 Set Due Date for the fan out cells in the current queue 

of current input port. If two or more queues in the 

input port have same fan-out size, first non-empty 

queue is selected. For each Due Date unassigned cells 

set Due Date 1 to priori non exist cell, and 2 to priori 

exist cell. 

 Make request for the 1
st 

due date cells to the output 

ports. 

 If output port received more than one request, choose 

one from the global pointer points and grant it. 

 If output port receives only one request, it directly 

grants it. Repeat the iteration with the non-granted 

cell requests and remaining fan outs further. 

 

IV.  PERFORMANCE EVALUATION AND RESULT ANALYSIS 

We implemented the simulation in NS2 that models the 

input queued crossbar switch of size N × N. In general for 

all the experiments, we used a 8 × 8 and 16 × 16 VOQ 

switch. The VOQ‟s are supplied with Bernoulli 

uncorrelated and Bursty correlated multicast traffic. 
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NS2 is an open-source event-driven simulator designed 

specifically for research in computer communication 

networks. Since its inception in 1989, NS2 has 

continuously gained tremendous interest from industry, 

academia, and government. Having been under constant 

investigation and enhancement for years, NS2 now 

contains modules for numerous network components 

such as routing, transport layer protocol, application, etc. 

To investigate network performance, researchers can 

simply use an easy-to-use scripting language to configure 

a network, and observe results generated by NS2. 

Undoubtedly, NS2 has become the most widely used 

open source network simulator, and one of the most 

widely used network simulators. 

We consider Bernoulli uncorrelated and Bursty 

correlated traffic conditions and compare the algorithms 

to evaluate the performance of the proposed scheduling 

algorithm. A traffic generation model is a stochastic 

model of the traffic flows or data sources in a 

communication network, for example a cellular network 

or a computer network. 

Bernoulli processes are the discrete time analog of 

Poisson processes. In a Bernoulli process the probability 

of an arrival in any time slot is p, independent of any 

other time slot. The time between arrivals corresponds to 

a Geometric distribution. 

Bursty traffic model is found in Jain and Routhier‟s 

Packet Trains model. This model is principally designed 

to recognize that the addresses locality applies to routing 

decisions; that is, packets that arrive near each other in 

time are frequently goes to the same destination. In 

generating a traffic model that allows for easier analysis 

of locality, the authors created the notion of packet trains, 

a sequence of packets from the same source, travelling to 

the same destination (with replies in the opposite 

direction). These two traffic as two different arrival 

processes, fix the average burst size E[B] to be 16 cells 

for all experiments. 

Let λ be the average arrival rates, equal to the input 

load, and μ be the output load, then μ = λef.  

This research work concentrates on two Performance 

metrics which are Delay and Throughput. The graphs 

drawn in Fig. 6 to 9 shows that the overall performance 

of Delay and Throughput comparison of MDRR and 

MDDR algorithms.  

Delay: A multicast cell is stored in the queue until all 

the destinations in its fan-out set are reached. The 

multicast delay of a cell is calculated as the cell times that 

the cell stays in the queue until it is removed.  Delay 

increases when they become unstable as the offered load 

increases. 

Throughput: Throughput is the another performance 

measurement used in this investigation which is defined 

as the ratio between the total number of cells forwarded 

to output interfaces, and the total number of cells arrived 

at input interfaces. It is essentially a measure of the cell 

loss probability at input queues. 

Our proposed work is compared with the existing 

approach MDRR and can judge the proposed work 

achieves high throughput than the existing work. The 

delay-throughput performance of MDDR and MDRR 

schemes has been well demonstrated under two traffic 

conditions. 

We first apply the Bernoulli traffic to the switch for the 

8x8 switch. Fig. 6 shows the load-delay performance of 

the MDDR and MDRR algorithms under Bernoulli traffic 

pattern. We varied the input load from 0 to 1.0. For the 

load upto 0.6, both algorithms maintain almost equal 

delay. At higher offered load MDDR achieves minimum 

delay compared with MDRR since Due Dates are 

assigned to the cells which minimizes the number of 

request to the output ports. Fig. 7 shows the simulation 

results when Bursty traffic is applied. Fig. 6 and 7 

compares the average multicast delays under various 

traffic loads. At lower offered load MDDR and MDRR 

achieves closest delay under both traffic conditions but 

the request made by input ports are minimized in MDDR. 

Now fix the switch size as stable of 16x16, and we 

have taken the throughput by increasing the number of 

queues in each input port. We examine the average 

number of queues be 2, 4, 6,8,14 and 20. In Fig. 8, it is 

shown, and we observe that, Throughput is increasing for 

a particular range only. When we increase the number of 

queues, MDDR achieving more throughput than MDRR 

because of higher fan-out size queue is selected each time 

for a particular port. Fan-out size is an another factor 

affecting the performance of the switch, if fan-out size 

increased, delay may increase and if fan-out size 

decreased throughput may decrease. From this point of 

view we examine a switch of 16x6 with k=4. From this 

observation we can conclude when fan-out size increases 

MDDR having higher throughput than MDRR. It is 

shown on the Fig. 9. 

 

 

Fig.6. Offered Load Vs Delay (Bernoulli) 

 

Fig.7. Offered Load Vs Delay (Bursty)
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Fig.8. No.of. Queues Vs Throughput 

 

Fig.9. Fan-out Size Vs Throughput 

Our future work includes, testing the MDDR algorithm 

with Enhanced Core Stateless Fair Queuing (ECSFQ) 

discipline which has been proposed in [8] and to analyse 

the switching performance for varying switch sizes. 

 

V.  CONCLUSION 

This study proposes a flexible, simple, and fair 

multicast scheduling algorithm which reduces the 

complexity of scheduling greatly with very little lose of 

switching performance, and offers a reasonable choice for 

high-speed input queued switches/routers. In this paper 

we have implemented and simulated the scheduling 

algorithms MDDR and MDRR and we have achieved 

better performance in MDDR comparing with MDRR. 

The single pointer algorithms are having better 

performance than more than one pointers. So our current 

work is enhanced to reduce the pointer overhead and 

achieve the maximum throughput in the input-queued 

multicast switches. 
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