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Abstract—Due to the enormous growth of network based 

services and the need for secure communications over the 

network there is an increasing emphasis on improving 

intrusion detection systems so as to detect the growing 

network attacks. A lot of data mining techniques have 

been proposed to detect intrusions in the network. In this 

paper study of two different classification algorithms has 

been carried out: Naïve Bayes and J48. Results obtained 

after applying these algorithms on 10% of the KDD‟99 

dataset and on 10% of the filtered KDD‟99 dataset are 

compared and analyzed based on several performance 

metrics. Comparison between these two algorithms is 

also done on the basis of the percentage of correctly 

classified instances of different attack categories present 

in both the datasets as well as the time they take to build 

their classification models.Overall J48 is a better 

classifier compared to Naïve Bayes on both the datasets 

but it is slow in building the classification model. 

 

Index Terms—Intrusion detection system, Naïve Bayes, 

J48, DD`99(Knowledge Discovery and Data Mining). 

 

I.  INTRODUCTION 

With the enormous growth of technology, the number 

of applications running on top of the computer network 

has increased drastically. Due to this network security is 

becoming increasingly more important as well as 

complex. Hence, intrusion detection systems (IDS) are 

used to detect anomalies and attacks in the network. 

These systems are dynamic in nature that is they gather 

and analyzes information from various areas within a 

computer or a network to identify possible security 

breaches. There are three elements that are central to 

intrusion detection systems, the first being resources that 

are to be protected in the target system, second is the 

model that characterises the behaviour of the system to 

be normal or illicit and the third are the techniques that 

compares the actual system activities with the established 

model[1]. The goal of such a system is to have a high 

detection rate while keeping the false alarm rate as 

minimum as possible. There are two types of intrusion 

detection systems which are Host-Based (HIDS) and 

Network-Based (NIDS) [2]. Host-Based intrusion 

detection system resides on the host (computer). It gains 

knowledge of user activity and generates an alarm when 

it encounters any deviation from the learned profile and 

reports it to system administrator. Network-Based 

intrusion detection system is used to analyze and monitor 

network traffic in order to protect a system from 

network-based threats. A NIDS reads all incoming 

packets and searches for any suspicious patterns. 

Further there are two intrusion detection techniques 

which are Misuse-Based and Anomaly-Based intrusion 

detection technique. Misuse-Based intrusion detection 

scheme maintains patterns or signatures that represent 

known attacks. It examines the network traffic for such 

patterns in order to detect attacks. It fails to detect attacks 

whose patterns are not known. In anomaly-Based 

detection scheme any action that is different from the 

normal behaviour is termed as anomaly. It checks for the 

normal and abnormal behaviour of the system [3].It 

classifies using rules or heuristics. 

Classification is considered an instance of supervised 

learning in which a training set of correctly labeled 

instances are used to build a model. This model is then 

used to solve the problem of identifying to which set of 

categories a new instance belongs, on the basis of 

training set of data containing instances whose category 

membership is known. 

This paper attempts to analyse two classification 

algorithms that are Naive Bayes and J48. 10% of the 

original KDD`99 data set has been used for training as 

well as for testing purpose. Use of pre processing filters 

to remove the duplicate instances has been carried out. 

The resulting data set without duplicate instances is also 

used for training and testing purpose. The test results of 

both the algorithms applied on both the data set are then 

compared. 

The structure of the paper is as follows: section 2 

discusses related work, section 3 specifies our approach 

in detail section 4 provides our result and section 5 draws 

the conclusion and states the future work. 

 

II.  RELATED WORK 

This section covers the work that has been carried out 

to evaluate and analyse various classifiers in order to 
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detect intrusions in the datasets. 

Panda and Patra[4] evaluated the performance of three 

well known data mining classification algorithms namely, 

ID3, J48 and Naïve Bayes based on the 10-fold cross 

validation test, using the KDDCup‟99 IDS data set. 

Gharibian and Ghorbani[5] employed two probabilistic 

techniques Naive Bayes and Gaussian and two predictive 

techniques Decision Tree and Random Forests. They 

constricted Different training datasets constructed from 

the KDD99 dataset that were used for training. They 

compared the ability of each technique for detecting the 

four attack categories. A. Adebowale, S.A Idowu , A. 

Amarachi [6] evaluated the performance of well known 

classification algorithms for attack classification. Their 

focus was on five of the most popular data mining 

algorithms that are: Decision trees, Naïve bayes, artificial 

neural network, K-nearest neighbour algorithm and 

Support vector machines. They have also discussed the 

advantages and disadvantages of these algorithms. Sinha, 

Kumar and Kumar in their work [7], have implemented 

various Artificial intelligence based techniques in IDS. 

They used normal and anomalous classes to classify the 

network traffic in order to detect intrusion, they tried to 

identify the best techniques for the different attack 

categories. 

Amor, Benferhat, Elouedi [8] have done their 

experimental study on KDD‟99 intrusion data set. They 

closely analyzed the importance of Naive Bayes in 

intrusion detection. Three levels of attack granularities 

were considered depending on whether dealing with 

whole attacks, or grouping them in four categories or just  

considering normal and abnormal behaviors. Comparison 

between Naive Bayes networks and decision tree was 

carried out.Lee, Stolfo and Mok [9] have proposed a data 

mining framework to build intrusion detection models. 

According to them, learning rules that precisely capture 

the normal and intrusive behavior of activities can be 

used for detecting intrusions. 

Chandolikar and Nandavadekar [10] have evaluated 

the performance of J48 classification algorithm based on 

the correctly classified instances, Mean Absolute Error 

(MAE), Root Mean Squared Error (RMSE), Root relative 

squared error and kappa statistics measures. They have 

applied feature selection on KDD cup data set before 

evaluating the performance of the algorithm. Patil and 

Sherekar [11] have evaluated Naïve Bayes and J48 

classification algorithm in the context of bank data set. 

Their focus was on measuring the performance of 

classification algorithm based on True Positive rate and 

False Positive rate. Jalil and Masrek [12] in their paper 

evaluated the performance of J48 classification algorithm 

and compared its result to two other machine learning 

algorithm that are Neural Network and support Vector 

Machine based on the detection rate, false alarm rate and 

accuracy of classification based on attack type. 

This paper compares the performance of Naïve Bayes 

and J48 algorithms on KDD‟99 data set and studies the 

effects of removing redundancy from the dataset by 

applying preprocessing filter (i.e. RemoveDuplicate) 

present in Weka version 3.7. 

III.  EXPERIMENTAL APPROACH 

A.  Algorithm 

Naive Bayes: It is a probabilistic classifier and is based 

on applying Bayesian theorem. It works on a strong 

assumption that the features in the dataset all are 

independent of each other. This assumption makes the 

algorithm quick and easy as well as it proves to be a 

limitation since features are not actually independent of 

each other. 

According to Bayes rule, the expression [13] for 

probability that class Y will have value Yi given the 

value of feature vector (X1 ...Xn), is calculated using (1). 

 

             =
                     

∑  (    )               
       (1) 

 

Since Naive Bayes assumes that all feature values are 

independent of each other equation (1) can be written as 

equation (2) 

 

             = 
       ∏           

∑  (     )   ∏            
        (2) 

 

We need to find the most probable value of class 

attribute that is the value of variable Y, which can be 

found using equation (3) 

 

Y ← arg max P(Y = yk)∏ i P(Xi |Y = yk)          (3) 

 

The denominator in (2) is not considered in (3) for 

simplicity since the denominator is independent of yk. 

J48: It builds a decision tree from feature value of 

training set using info gain in order to classify new 

instances. It uses a recursive divide and conquers strategy 

to build the decision tree, starting with attribute having 

the highest information gain. The internal nodes of the 

tree represent different attributes of the data set, the 

branches denote the possible values that these attribute 

can take as observed from the samples and the leaf or the 

terminal nodes tells us the predicted value of the class for 

that instance.  

In order to classify a new instance, a decision tree is 

created if it already does not exist, based on the attribute 

values of the training set. We traverse the tree depending 

on the attribute value of the instance until we reach the 

leaf node that tells us the class label for that instance. If 

some ambiguity exists the branch is assigned the target 

value that majority of the items under this branch possess 

[14]. 

B.  Pre-Processing filter 

Real-world data is often incomplete and lacks in 

certain behaviours or trends, may also contain many 

errors. Data pre-processing transforms the raw data into a 

format that is useful for analysis and is easily 

understandable [15]. The weka.filters package includes 

classes that transform datasets by removing instances, 

resampling the dataset, removing or adding attributes, 

and so on. This package is organized into supervised and 

unsupervised filtering, which are further subdivided into 
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instance and attribute filter [16]. In this paper we have 

used unsupervised instance filter called 

RemoveDuplicates. It removes all the duplicate instances 

from the first batch of data it receives. 

C.  Data set 

KDD‟99 Dataset was prepared by Stolfo et al, based 

on the data captured in DARPA‟98 IDS evaluation 

program. KDD‟99 Dataset is about 4 gigabytes of 

compressed raw(binary) TCP dump data prepared by 

monitoring  7 weeks of network traffic, which contains 

about 5 million connection records with each record 

taking about 100 bytes of memory[17]. 

It contains 4,940,200 instances each of which contains 

41 features. The 42
nd

 feature is the class label which 

shows the attack category the instance belongs to and is 

determined by these 41 features. This data set contains 

large number of intrusions which were mapped in a 

military network environment [18]. 

KDD‟99 features are divided into three groups 

 

1. Basic Features: It includes all the features that can 

be linked to a TCP/IP Connection. Considering 

these features for attack detection takes a lot of 

time. 

2. Traffic Features: These types of features are 

related to the time interval a connection is 

examined. They include „same host‟ features and 

„same service‟ features. 

3. Context Features: This type of features searches 

for the dubious behaviour in the data set, so as to 

classify certain uncommon attack categories in the 

dataset.  

 

This data set contains 4 types of intrusions 

 

1. Denial of Service (DoS): These attacks directly 

target the server infrastructure. They make the 

online resources unavailable to the legitimate 

users. 

2. Probe: The probe attacks are aimed at monitoring 

or collecting information about the vulnerability 

of a network or host. This information can later be 

used to exploit the privacy and security of the 

system.  

3. User to Root: The attacker starts out as a user to 

the system. It then exploits various vulnerabilities 

of the system to gain the root access of the system. 

4. Remote To Local (R2L):In this type of attack the 

attacker gains unauthorized access to a local 

account on a remote machine on which it can send 

packets through a network. 

 

The class label determines whether the instance is a 

normal connection or an intrusion. The above type of 

intrusions can be subcategorised into 22 types of attacks. 

 

Fig.1. Snapshot of Portion of 10% KDD ‟99 Data set 

Table 1 compares the number of intrusion instances 

present for specific attack category in the original 10% 

KDD`99 dataset and the filtered 10% KDD`99 dataset. 

The Filtered KDD`99 dataset was obtained by applying 

the pre processing unsupervised instance filter on 10% 

KDD`99 dataset. The number of instances present in the 

10% KDD`99 dataset and filtered 10% KDD`99 dataset 

are 4, 94,020 and 1, 45,585 respectively.  

Table 1. Number of Intrusion Instances of a Particular Attack Type 

ATTACKS 
ORIGINAL 

DATA SET 

FILTERED 

DATA SET 
INTRUSIONS 

BACK 2203 968 DOS 

LAND 21 19 DOS 

NEPTUNE 107201 51820 DOS 

POD 264 206 DOS 

SMURF 280790 641 DOS 

TEARDROP 979 918 DOS 

SATAN 1589 906 PROBE 

IPSWEEP 1247 651 PROBE 

NMAP 231 158 PROBE 

PORTSWEEP 1040 416 PROBE 

GUESS_PASSWD 53 53 R2L 

FTP_WRITE 8 8 R2L 

IMAP 12 12 R2L 

PHF 4 4 R2L 

MULTIHOP 7 7 R2L 

WAREZMASTER 20 20 R2L 

WAREZCLIENT 1020 893 R2L 

SPY 2 2 R2L 

BUFFER_OVERFLOW 30 30 U2R 

LOADMODULE 9 9 U2R 

PERL 3 3 U2R 

ROOTKIT 10 10 U2R 
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From Fig. 2 and 3 it can be seen that there were large 

number of duplicate Dos and Probe attacks in the original 

10% KDD`99 dataset where as there were no duplicate 

entries present for U2R attack category. 

 

 

Fig.2. Number of Normal As Well As Intrusion Instances Present In 

Original 10% KDD‟99 Dataset. 

 

Fig.3. Number of Normal As Well As Intrusion Instances Present In 

Filtered 10% KDD‟99 Dataset. 

Table 2 shows the percentage of instances of each 

attack type in 10% KDD‟99 data set and filtered 10% 

KDD‟99 data set. 

Table 2. Percentage of Intrusion Instances of a Particular Attack Type 

% INSTANCES IN 

ORIGINAL 

% INSTANCES IN 

FILTERED KDD 

ATTACK 

TYPE 

KDD 
 

 

79.2 37.4 DOS 

0.83 1.4 PROBE 

19.6 60.3 NORMAL 

0.22 0.68 R2L 

0.010 0.035 U2R 

 

D.  Parameter Used 

To evaluate the performance of the classifiers we have 

used k-fold cross validation [19]. In this method the data 

set is divided randomly into k disjoint set of instances 

resulting into k trials. 

In each trial k-1 sets are used for training purpose and 

the remaining one is used for testing.  

The metrics computed using k=2: 

True Positive Rate 

It is defined as the ratio of instances that are correctly 

classified for a class to the total no. of instances 

belonging to that class. 

 

True positive rate = 
             

                             
      (4) 

 

Precision  

It is the proportion of instances that actually belong to 

a class to the total number of instances that are classified 

as that class. 

 

Precision = 
             

                            
              (5) 

 

Recall  

It is the ratio of instances that are classified as a given 

class to the actual number of instances that belong to that 

class.  

 

Recall = 
             

                             
                (6) 

 

F-Measure 

This depends on two measures precision and recall.  

 

F-Measure = (2* Precision * Recall) / (Precision +Recall).  

                                                                                         (7) 

 

IV.  RESULT 

We have used Waikato Environment for Knowledge 

Analysis (WEKA) as a tool for comparative study. 

WEKA is a popular machine learning software coded in 

java, developed at University of Waikato, New Zealand. 

WEKA version 3.6[20] has many new features as 

compared to version 3.4. Furthermore the results 

compiled in this paper are analyzed and collected using 

version 3.7.This version of weka provides us with an 

additional functionality in the form of a pre processing 

Unsupervised filter used to remove duplicate instances 

from the data set. The results present in the following 

section were acquired on Intel core i5 CPU, 1.7GHz, 

4GB RAM. 

Our goal was to evaluate the performance of two 

classification algorithms that are Naive Bayes and J48 on 

the original 10% KDD`99 dataset as well as on filtered 

10% KDD`99 dataset. Filtered 10% KDD`99 dataset was 

obtained by applying the unsupervised filter 

RemoveDuplicates on original 10% KDD`99 dataset. 

Table 3 gives us the time to build the model in seconds 

for J48 as well as Naive Bayes algorithm.We can see a 

notable increase in speed for building up the model while 

using filtered KDD`99 data set for both the algorithms. 

The larger the number of instances to train the model the 

greater is the time to build the model. 

DOS,  

391458 

PROBE, 

 4107 

NORMAL, 

97277 
R2L, 1126 U2R, 52 

DOS, 

 54572 

PROBE,  

2131 

NORMAL, 

87831 

R2L, 999 U2R, 52 
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Table 3. Time to Build the Model 

ALGORITHM 
ORIGINAL 10% 

KDD(sec) 
FILTERED 10% 

KDD(sec) 

Naive Bayes 5.12 1.8 

J48 86.21 47.00 

 

Figure 4 and 5 shows the performance of Naive Bayes 

and J48 on 10% original KDD‟99 data set and on 10% 

filtered KDD‟99 data set respectively. It appears that 

removing the duplicate instances has significantly 

reduced the true positive rate for Naïve Bayes which 

comes down to 0.77 from 0.927. It is because from 

equation 1 for Naive Bayes we can see that the 

probability that an instance belongs to a specific class is 

directly proportional to the probability of that class. So a 

class having higher probability would be favourable 

when the product terms are almost similar. Hence, all 

unique instances in the data set lead to lesser accuracy in 

terms of the correctly classified instances for Naïve 

Bayes. On the contrary the percentage of correctly 

classified instances for J48 remains almost same after the 

filter is applied on the dataset, which shows that J48 is 

better at training the records with Duplicate data and is 

not biased towards more frequently occurring records.  

 

Fig.4. Comparison between Naive Bayes and J48 on Original 10% 

KDD‟99 Dataset. 

 

Fig.5. Comparison between Naïve Bayes and J48 on Filtered 10% 

KDD‟99 Dataset 

Table 4. Number of Intrusion Instances Correctly Classified By Algorithms 

ATTACK 

TYPE 

Number of instances 

in original 

10%KDD‟99 dataset 

Number of Correctly 
classified instances in original 

10% KDD‟99 dataset  

Number of 

instances in 

filtered 10% 

KDD‟99 dataset  

Number of Correctly 

classified instances in 

filtered 10% KDD‟99 

dataset 

INTRUSION 

TYPE 

Naïve Bayes J48 Naïve Bayes J48 

Back 2203 2143 2190 968 933 962 

DOS 

Teardrop 979 974 978 918 914 917 

Neptune 107201 106805 107200 51820 51576 51801 

Land 21 19 17 19 18 16 

Smurf 280790 280383 280784 641 639 634 

Pod 264 259 260 206 203 204 

Satan 1589 1514 1569 906 852 882 

PROBE 
Ipsweep 1247 1190 1239 651 562 639 

nMap 231 111 223 158 29 133 

Portsweep 1040 966 1025 416 324 402 

Loadmodule 9 6 1 9 0 0 

U2R 

Rootkit 10 5 0 10 3 0 

Buffer 

overflow 
30 15 22 30 12 19 

Perl 3 0 0 3 1 1 

Phf 4 3 4 4 3 4 

R2L 

ftp_write 8 5 0 8 4 0 

Spy 2 2 0 2 2 0 

Multihop 7 2 2 7 2 0 

Wareclient 1020 459 987 893 437 830 

Imap 12 11 2 12 11 3 

Warezmaster 20 16 16 20 17 16 

Guess 

password 
53 50 50 53 50 50 

Normal (not 

an attack) 
97277 63176 97203 87831 55796 87773 NORMAL 

0.927 

0.99 

0.95 

0.927 

0.999 
0.999 0.999 0.999 

TP-Rate Precision F-Measure Recall

Naïve Bayes J48

0.772 

0.972 
0.841 0.772 

0.998 0.998 0.998 0.998 

TP-Rate Precision F-Measure Recall

Naïve Bayes J48
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Table 5. Percentage of Intrusion Instances Correctly Classified by the Algorithms 

INTRUSION 

Correctly classified intrusion % in Original 10% KDD‟99 

dataset 

Correctly classified intrusion % in filtered 10% KDD‟99 

dataset 

NAÏVE BAYES J48 NAÏVE BAYES J48 

DOS 99.77 99.99 99.47 99.93 

PROBE 92.06 98.75 82.91 96.48 

U2R 50.00 44.23 30.76 38.46 

R2L 48.66 93.87 52.65 90.39 

NORMAL 64.94 99.92 63.52 90.22 

 

Table 4 and 5 shows that the efficiency of both the 

algorithms to detect and classify the Dos attacks has been 

excellent on both the datasets, though there is minute 

difference in the percentage of correctly classified 

instances by both algorithms i.e a decrease from 99.7% in 

original KDD`99 dataset to 99.4% in filtered KDD`99 

dataset when classification is done using Naïve Bayes 

and decrease from 99.99% in original kdd99 dataset to 

99.93% in filtered KDD`99 dataset when classification is 

done using J48 algorithm. More prominent difference in 

the percentage is seen while classifying the Probe attacks, 

a reduction in the correctly classified instances by 9.15% 

is seen when classification is done by Naïve Bayes and 

2.27% when done by J48 algorithm. This difference in 

the percentage of correctly classified instances is due to 

the large number of duplicate instances of Dos and Probe 

present in the original kdd99 dataset. Further observation 

of results from both the tables tells us that both the 

algorithms are weak in correctly detecting U2R and R2L 

attacks. Efficiency of Naïve Bayes and J48 is reduced on 

U2R and R2L since the numbers of instances of these 

intrusions are least in the dataset and hence the model 

cannot be properly trained to detect them. 

 

V.  CONCLUSION AND FUTURE WORK 

We statistically analyzed the entire 10% KDD‟99 data 

set, filtered 10% KDD‟99 dataset in Weka. There is large 

number of redundant Dos and Probe attacks in original 

KDD‟99 dataset whereas NORMAL instances and R2L 

attacks are less redundant in the original set. There are no 

duplicate entries present for U2R attack category in the 

original KDD99 dataset. Our results show that Naïve 

Bayes classifier is biased towards duplicate records and is 

weak at training the model with less frequent records, J48 

tree classifier is also biased towards duplicate records but 

not to the extent as compared to Naïve Bayes classifier. 

In all we can see that J48 is better classifier than Naïve 

Bayes for KDD`99 data set. Due to the reduction in the 

number of instances from 4,94,020 in 10%  KDD`99 

dataset to 1,45,585 instances after the removal of 

redundant records the time to build the model has been 

reduced for both the algorithms, which indicates quick 

analysis by the classifiers. Naive Bayes algorithm is fast 

and easy to implement whereas algorithms with least 

percentage of errors are complex and slow such as J48 

which considers the features with the highest information 

gain while constructing the decision tree. Dos and probe 

attacks have high accuracy rate because of the large 

number of instances present in the training set for these 

type of intrusions which makes the model learn easily 

about them and hence precisely detect such attacks. 

Accuracy of J48 was much higher than Naïve Bayes to 

detect different types of attacks in both the datasets 

whereas none of them could properly classify the U2R 

attacks in the KDD‟99 dataset. Our Future work would 

be based on the concept of Feature Selection so as to 

remove irrelevant and redundant features from the data 

set as well as to select the best features in order to 

increase the accuracy rate of U2R and R2L. 
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