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Abstract—Impersonating users’ identity in Online Social 

Networks (OSNs) is one of the open dilemmas from 

security and privacy point of view. Scammers and 

adversaries seek to create set of fake profiles to carry out 

malicious behaviors and online social crimes in social 

media. Recognizing the identity of Fake Profiles is an 

urgent issue of concern to the attention of researchers. In 

this paper, we propose a detection technique called Fake 

Profile Recognizer (FPR) for verifying the identity of 

profiles, and detecting the fake profiles in OSNs. The 

detection method in our proposed technique is based on 

utilizing Regular Expression (RE) and Deterministic 

Finite Automaton (DFA) approaches. We evaluated our 

proposed detection technique on three datasets types of 

OSNs: Facebook, Google+, and Twitter. The results 

explored high Precision, Recall, accuracy, and low False 

Positive Rates (FPR) of detecting Fake Profiles in the 

three datasets.  

 
Index Terms—Online Social Networks (OSNs), Security 

and Privacy, Fake Profiles. 

 

I.  INTRODUCTION 

Online Social Media such as Facebook, Twitter, or 

LinkedIn, allow for users to present themselves as  an 

online profile, using these profiles, users are able to setup 

variety online social relationships in a popular way [1]. 

Due to the open nature of OSNs, users can appear in 

redundant identities. Hence, verifying users' identities is 

one of the critical issues from the security and privacy 

point of view [2]. To set up any social relationships in an 

authenticated fashion, the users must authenticate their 

identities to each other in order to prevent building fake 

communications on a large scale. The current way of 

authenticating users' identities in OSNs is not enough to 

prevent fake profile creation, such that the single user can 

represent his identity with multiple profiles without any 

effective identity verification process. This vulnerability 

enables the attackers to create a variety of fake profiles 

for attacking the online social System. For example, 

Profile Hijacking [3] by which the intruder can obtain the 

control of some existing profiles within OSN platform. 

Profiling Attack [4] through which the adversary try to 

gather information about OSN activities. Retrieval and 

Analysis attack [5] is another malicious behavior, which 

targets multimedia information such as images, videos, 

audios, etc. This attack is followed by subsequent 

analysis as a Reverse Engineering Attack (RSE) [6], by 

which the attacker seeks to trick the victim into 

contacting with the hacker freely.  Sybil attacks are one 

of the most prevalent and practical attacks against OSNs 

platforms [7], in this attack, the adversary seeks to 

impersonate the real users' identities across OSN via 

creating several fake accounts known as Sybil accounts to 

obtain the trust of a specific user or a specific community 

unfairly. Unfortunately, OSNs platforms have not strong 

authentication mechanisms for protecting users' profiles 

against Sybil profile attack except for the traditional 

mechanisms, such as CAPTCHA, which is routinely 

solved by dedicated workers for pennies per request [8]. 

Although the researchers introduced several 

methodologies and approaches for detecting Fake profiles, 

but it is still a hard challenge. For example, some 

machine learning algorithms are proposed, but they do 

not provide the desired effectiveness and accuracy to 

detect fake profiles [9]. Other researchers tried to solve 

this problem using Social Graph Topology and its 

properties [10], but there is a little evidence for 

depending on these approaches for detecting fake profiles 

in OSNs. Crowdsourcing [11], is a different approach for 

identifying Fake profiles but also it doesn't provide the 

effective and accurate solutions as it depends on a 

human-based account verification scheme. 

In this study, we present a novel detection technique 

called Fake Profile Recognizer (FPR). The detection 

methodology is based on two key approaches: Regular 

Expression and Deterministic Finite Automaton (DFA). 

Regular Expression (RE) is used for representing and 

authenticating the identities of profiles as set patterns, and 

the DFA machine is used for recognizing the identities in 

a trusted manner. The proposed detection technique is the 

real experimental work, which based on our initial study 

in [12].  

We could design and implement the proposed 

technique, as well as, we simulated the detection 

functionality into three datasets of OSNs. Our findings 
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explored promising results based on Precision, Recall, 

Accuracy, and False Positive Rate (FPR) metrics. 

The rest of this paper is organized as Section II 

presents the related work. Section III presents the major 

features of the proposed FPR technique. Section IV 

presents our evaluation and the experimental results. 

Section V Discusses our findings. Section VI formulates 

the conclusion of this work.  

  

II.  RELATED WORK 

Creating bogus accounts in OSNs become attractive 

strategies for criminals who target OSNs Security and 

privacy. For example, Phishing techniques are popular 

ways for scammers to entice users to accept fake friend 

requests [11]. The OSN Criminals can create fake profiles 

using either duplicating the existence of a specific 

account or by creating fake accounts from non-existence 

to perform spy and eavesdropping activities [13]. In a 

statistical study, Facebook says that; fake profiles ranges 

from 5.5% to 11.2% from all created accounts [14]. The 

literature introduced some approaches for handling this 

problem. In [2], a new algorithm is developed for 

computing trusted relations and distrusted relations in 

OSNs based on combining an inference algorithm with 

modified spring embedding algorithm. Some algorithms 

also tried to solve this problem based on a social graph 

segmentation among user identities [15][16].  

Sybil Infer and Sybil Rank is another approach that 

returns the probability based on ranking each node in the 

social graph   according to their perceived probabilities of 

being fake nodes [9][17]. Zhi Yang et al in [7], described 

a detection scheme for Sybil accounts in Renren OSN by 

monitoring the behavior of Sybils in the wild, the authors 

could identify several behavioral attributes that are 

unique to sybils and leverage them to create a 

measurement-based real time Sybil detector.  

Other approaches are introduced to detect fake profiles 

based on profiles' feature and behaviors , for example in 

[18] an Automated Feature-based fake profile detection 

algorithm is introduced that depends on machine learning 

considerations, and in [19], a new approach  is introduced 

to detect profile cloning based on profile's attributes 

similarity and friend network similarity. In paper [20], the 

author designed and implemented five steps based 

automated technique for detecting malicious users and 

social spam campaign. In [21], the authors described how 

to use Exclusive Shared Knowledge approach between 

the friends for identifying their close friends in an OSN. 

In [8], a novel approach presented for Sybil detection 

based on the fundamental behavioral patterns of Click-

Stream models, the proposed methodology is validated 

using ground truth traces of 16.000 real and Sybil users 

from Renren social network. Crowdsourcing [22] is a 

standalone approach for detecting Sybil accounts in 

OSNs, in this paper, the authors explored the feasibility 

of outsourcing the Sybil detection to online human 

experts and they evaluated the approach on three OSNs; 

Renren, Facebook US,  and  Facebook IN. 

 

III.  FAKE PROFILES  RECOGNIZER 

In this section, we design Fake Profile Recognizer 

(FPR) mechanism in order to detect fake profiles in 

OSNs. The major functionality of FPR technique is based 

on two important software components; User Identity 

Generator (UIG), and Identity Profile Recognizer (IPR). 

We can describe each component as in the following two 

subsections A, and B. 

A. User Identity Generator (UIG) 

UIG is a software component, which is responsible for 

creating and generating the identities of users' profiles. In 

addition, User Identity Generator is used for 

authenticating the friends in the friend list of each ego-

profile. The major functionality of UIG mechanism is 

based on representing the identities of the created profiles 

using the Regular Expression approach (RE). RE is an 

effective tool for representing a variety of patterns based 

on a specific alphabet of symbols. Since OSNs allow for 

creating a lot of profiles in a redundant scheme, it is 

necessary to represent the identities of created profiles 

using a unique pattern for each one; in addition, the 

instances that are derived from each pattern represent the 

identities of friends in the friend list of each ego-profile. 

For more clearing, suppose we have an online social 

network system that involves four profiles             . 

The UIG mechanism represents the identities of these 

profiles by assigning a unique pattern (i.e. regular 

expression) for each one as in equations 1, 2, 3, and 4 

respectively. 

 
∑                                         (1) 

 

∑               * 
                          (2) 

 
∑                        

                   (3) 

 

 ∑                                         (4) 

 

The generated instances (i.e. Regular Set) that 

authenticate the friend list of each profile can be 

described as in equations 5, 6, 7, and 8 respectively. 

 

                                       (5) 

 

                                           (6) 

 

                                          (7) 

 

                                        (8) 

 

Each instance in the regular set, which corresponding 

to a specific pattern of a specific profile is used to 

represent the identity of a specific friend in the friend list. 

The transition from the symmetric classical way of 

representing the identity of profiles and its friend lists in 

OSNs to our asymmetric way is depicted in Fig. 1.  
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 Pattern   = ( / a b {1,6} c / )

abc abbbc

abbbbbbc abbbbc

abbc

abbbbbc

Friend 2 Friend 3

Friend 6 Friend 4

Friend 1

Friend 5

Ego-profile

Identity Representation

Using Regular Expression

Classical Design of 

Ego-Profile in OSN

Proposed Design of 

Ego-Profile in OSN using UIG mechanism  

Fig.1. A proposed Scheme for Representing the Identities of Profiles using a Regular Expression. 

Alice  (RE) = / P01{1,4}P01 /
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Fig.2. Modeling the Trusted/ Distrusted Connection based on UIG Functionality. 

 

According to the symmetric way of creating profiles 

and their friend lists in OSNs, there is no way to verify 

the identities of profiles between users except some of the 

layout features such as profiles names, and profiles 

photos, this weakness allow intruders to duplicate a large 

amounts of fake profiles that share the same layout 

features without an effective way to differentiate the 

genuine profiles than fake ones, but with the novel 

asymmetric view, the UIG mechanism creates the 

identities of profiles based on a unique Pattern for each 

one  and authenticate the friend list of each one based on 

a unique set of derived instances (i.e. Regular Set) of this 

pattern as depicted on the right side of Fig 1. Based on 

the proposed methodology of UIG mechanism, it 

becomes clear that the duplication of profile existence 

problem is solved. the identity of each profile is 

represented using a unique Pattern (i.e. Regular 

Expression) which authenticate its friends in the friend 

list according to the derived instances (i.e. Regular Set) of 

this pattern. For example, Fig 2 explores that the identity 

of  'Alice' in OSN can be represented  using the pattern 

/P01{1,4}P01/, which can derive the instances P01P01, 

P011P01, P0111P01, P01111P01 , such that each 

instance is used to authenticate a specific friend in Alice's 

friend list, this way prevent to duplicate the identity of 

Bob's profile. we have three scenarios to receive a friend 

request from another profile. The first one is from a new 

profile that doesn't exist in the friend list before. The 

second one is from a duplicated profile that has the same 

layout features of an existed profile in the friend list. The 

third scenario is a friend request from a social bot which 

may appear as a new friend or a duplicated friend, but 

this scenario is combined with breaking CAPTCHA 

system firstly. The first scenario is verified using the User 

Identity Generator (UIG) as described in Fig 3. it 

explores that the new profiles , whicht send a new friend 

request to a specific profile should answer on some of 

security questions that proof the social communication in 

the real world, if the answer is correct, then the UIG 

generate an instance of the pattern for this profiles and 

add it to the friend list, else, the UIG rejects these profiles. 

The second and third scenarios will be verified using 

Identity Profile Recognizer (IPR) in subsection B. 
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Fig.3. Verifying Friend Requests using User Identity Generator (UIG). 

 

Algorithm 1: Identities Generation 

 
1: Input:                      
2: Output:                      
3: Output:                        
 

4: Procedure: Users Identities Generator  

5: for each         do 

6:                                           

7:            

8: end for 

9: for each        do 

10:                                  

11:            

12: end for 

13: for each         do 

14:   return                 
15: end for 

16: end Procedure 

 

The automation of User Identity Generator (UIG) for 

generating the identity of profiles and friend lists in an 

authenticated manner is depicted in the Algorithm 1.  

 

B. Identity Profiles Recognizer (IPR) 

 IPR is the second software component in the proposed 

FPR system, which is used for recognizing the identities 

of profiles, and differentiating the genuine profiles than 

fake ones in an automated fashion. The recognition 

methodology in IPR mechanism is modeled as a 

Deterministic Finite Automaton (DFA) machine.  such 

that,  for each ego-profile in the OSN, which identified by 

a unique pattern (i.e. regular expression), there exist the 

corresponding IPR machine (i.e. DFA machine) that 

accept all instances (i.e. Regular Set) that can be derived 

from this pattern. These instances authenticate the 

genuine profiles in the friend list. the second and third 

friend requests scenarios are verified using the Identity 

Profile Recognizer (IPR) as depicted in Fig. 4. When a 

cloned profile sends a friend request to a specific profile, 

The system asks to clear the instance that represents its 

identity in the friend list, then, the IPR machine verifies 

this instance, if it accepted this instance, this means that 

the friend request is from a genuine profile, but the 

system will automatically drop the old identity of this 

profile, remove it from the friend list, and represent it 

again with a new identity by generating a new instance 

from the pattern . on the other hand, if the cloned profile  

cleared false instance of its identity , the IPR machine 

rejects it, and this profile is detected as a fake one. 

The major functionality of IPR component is depicted 

in the Algorithm 2 . 

 

Algorithm 2: Identity Recognition  

 
1: Input: Instances                   
2: Output: Genuine Profiles G=[P1, P2, P2,...........Pn1] 

3: Output: Fake Profiles F=[P1, P2, P2,...........Pn2] 

4: Procedure: Identity Recognition 

5:  for each       do 

6:        S  S0 

7:        C    NextChar (Char(x)) 

8:         While (          do 

9:               S  Move (S, C) 

10:               C    NextChar (Char(x)) 

11:         end While 

12:         if   S     Final States F     then 

13:             G  Add (  ) 

14:         else 

15:           F  Add (  ) 

16:         end if 

17:      end for 

18:  end for 

19: return  Genuine Profiles G=[P1, P2, P2,...........Pn1] 

20: return  Fake Profiles F=[P1, P2, P2,...........Pn2] 

21: end Procedure 
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Fig.4. The identity Recognition Method for Cloned Profiles using IPR Mechanism 

 

IV.  EVALUATION AND EXPERIMENTAL RESULTS 

To assess the recognition methodology of our proposed 

technique, we conducted a simulation experiment on 

three types of social networks datasets: Ego- Facebook , 

Ego-Google+, and Ego-Twitter. We downloaded the 

source file of these datasets from SNAB library [23]. 

Each dataset is described as an ego profile that involves a 

set of circles , each circle includes  set of profiles of this 

ego profile. The general description of the data sets is 

depicted in Table 1 and visualized in Fig. 5. In each 

dataset, we simulated the identity of the ego-profile using 

a specific pattern (i.e. Regular Expression), then we 

applied the Algorithm 1 to generate the right derived 

instances of this pattern that represent the identities of 

genuine profiles in each dataset. The pattern            

is used for representing the identity of ego-profile in the 

Facebook dataset. The pattern            is used for 

representing the identity of ego-profile in the Google+ 

dataset. The pattern              is used for 

representing the identity of ego-profile in the Twitter 

dataset.  

In each dataset, we represented the identity of fake 

profiles as derived instances of the pattern  
                . We designed the corresponding 

Identy Profile Recognizer IPR(i.e. DFA machine) for 

each pattern, then, wee apllied the Algorithm 2 to 

investigate the effectivness of our FPR technique to 

detect fake profiles in each dataset. 

Table 1. Datasets Description. 

 Facebook Google+ Twitter 

#Profiles 4039 107614 81306 

#Edges 88234 13673453 1768149 

#Genuine 1399 1225 1445 

#Fake 2640 1820 2555 

SUM 4039 3045 4000 

 

Ego

Ego-Profile

Genuine Profile

 (Trusted Identity)

Ego-Circle

Fake Profile 

(Distrusted Identity)

 

Fig.5. Datasets Representation. 

We implemented the methodology of Fake Profile 

Recognizer (FPR) into Visual C++ IDE. The recognition 

method for detecting fake profiles is evaluated against 

Precision (in Equation 1), Recall (in Equation 2), F-

Measure (or F1-Score) (in Equation 3), Accuracy (in 

Equation 4), Specificity (in Equation 5), Fall-Out (or 

False Positive Rate  FPR) (in Equation 6), False 

Negative Rate (FNR) (in Equation 7), and Area Under  

the Curve (AUC) (in Equation 8) [24]. Our obtained 

results of calculating the percentage of Precision, Recall, 

F1-Score, and Accuracy in the three datasets are depicted 

in Table 2. Calculating the percentage of Specificity, 

Fall-Out (i.e. False Positive Rate (FPR)), False Negative 

Rate (FNR), and Area Under the Curve (AUC) is 

depicted in Table 3. 

 

          
  

     
                      (9) 

 

Such that TP is a number of True Positive instances 

and FP is a number of False Positive instances. 

 

       
  

     
                        (10) 
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Such that TP is a number of True Positive instances 

and FN is a number of False Negative instances. 

 

           
                

                
             (11) 

 

         
     

   
                       (12) 

 

Such that TP is the True Positive value and TN is the 

True Negative value. P = (TP + FN), and N = (FP + TN) 

such that FN is the False Negative and TN is the True 

Negative. 

 

            
  

     
                      (13) 

 

Such that, TN is the True Negatives, and FP is the 

False Positives 

 

                                       (14) 

 

                          
  

     
            (15) 

 

      
       

 
                         (16) 

 

Such that FPR = Fall-Out, and FNR is the False 

Negative Rate where FNR= FN/(FN+TP). 

Fig. 6 compares the obtained results of evaluating the 

Precision, and Recall in the three datasets, the FPR 

mechanism achieved high percentage of precision and 

recall in Facebook dataset. Fig.7 compares the results of 

evaluating F1-Score and Accuracy in the three datasets, 

the proposed mechanism achieved outstanding accuracy 

of detecting fake profiles in Facebook dataset.  

Table 2. Calculating Precision, Recall, F1-Score, and Accuracy for the 
three Datasets. 

Dataset Precision Recall F1-Score Accuracy 

Facebook 88.97 88.97 88.97 89.73 

Google+ 77.41 77.41 77.41 76.94 

Twitter 81.81 81.81 81.81 81.98 

AVG 82.73 82.73 82.73 82.88 

Table 3. Calculating Specificity, FPR(i.e. Fall-Out), False Negative 
Rate (FNR), and Area Under the Curve (AUC) for the three Datasets. 

Dataset Specificity FPR FNR AUC 

Facebook 88.34 11.66 11.04 88.66 

Google+ 73.82 26.18 22.60 75.61 

Twitter 79.14 20.86 18.20 80.48 

AVG 80.43 19.57 17.28 81.58 

 

 

Fig.6. The Obtained Result of Evaluating FPR Mechanism Against 
Precision and Recall in the Three Datasets. 

 

Fig.7. The Obtained Result of Evaluating Our Mechanism Against the 

F1-Score, and Accuracy in the Three Datasets. 

 

Fig.8. The Obtained Result of Evaluating FPR Mechanism Against 
Specificity, Fall-Out, and False Negative Rate (FNR) in the Three 

Datasets. 

Fig.8 provides the comparison results of evaluating the 

FPR mechanism against the Specificity, False Positive 

Rate (FPR), and False Negative Rate (FNR) in the three 

datasets. These results also clear high specificity 

percentage value and low false positive rates of FPR 

mechanism in the Facebook dataset. In addition, Fig.9 

presents the result of evaluating the FPR mechanism 

against the AUC metric in the three datasets. These 

results explore a high performance of FPR mechanism in 

Facebook rather that its performance in Google+ and 

Twitter. 



 Identity Verification Mechanism for Detecting Fake Profiles in Online Social Networks 37 

Copyright © 2017 MECS                                                I.J. Computer Network and Information Security, 2017, 1, 31-39 

 

Fig.9.The Obtained Result of Evaluating FPR Mechanism Against Area 
under the Curve (AUC) Metric in the Three Datasets. 

 

Fig.10. The Roc Space of FPR Mechanism of the Three Datasets. 

Fig.10 provides the Roc Space Plot which clears the 

relation between True Positive Rate TPR (i.e. Recall), and 

False Positive Rate (FPR) of our proposed mechanism in 

the three datasets. The performance of the proposed 

mechanism in detecting fake profiles in the three datasets 

is placed on the best space, which reflects the 

effectiveness of the proposed technique in detecting fake 

profiles especially in the Facebook dataset. 

 

V.  DISCUSSION 

The presenting study was designed to solve the 

problem of the identity verification for detecting the fake 

profiles in online social networks. The functionality of 

our proposed mechanism (i.e. Fake Profile Recognizer 

(FPR) ) was simulated on three datasets (i.e. Facebook, 

Google+, and Twitter) in order to test its effectiveness in 

verifying profiles' identities, and detecting fake profiles in 

each dataset. The most interesting finding is that the FPR 

mechanism achieved a Precision value 82.73% in average, 

this results mean that the exactness in recognizing the 

identities of profiles (Fake and Genuine Profiles) is 82.43% 

in average, in addition, evaluating the completeness and 

the quantity (i.e. Recall) of FPR mechanism achieved 

also an equivalent value. In addition, the proposed  

 

Fig.11 Comparing FPR Mechanism with SVM [24] and Social HoneyBot [25] Against Accuracy Metric. 

 

mechanism achieved an Accuracy score 82.88% in 

average. Another important finding was that the 

proportion of negative identities that are correctly 

recognized by FPR mechanism (i.e. Specificity or True 

Negative Rate (TNR)) is 80.43% in average. Regarding 

measuring the False Positive Rate (FPR), and the False 

Negative Rate (FNR) of the recognition process, the 

study found that the proposed FPR mechanism achieved 

False Positive Rate 19.57%, and 17.28% in average 

respectively. Another important finding was that, the 

proposed FPR technique achieved good positions in the 

Roc Space regarding the performance in the three 

datasets as depicted in Fig 10, which clears that the Roc 

Space points of the FPR on the three datasets are placed 

within the best space between 0.75 to 0.90. This result 

means that the proposed mechanism achieved good 

performance in verifying, and recognizing the identity of 

profiles when it applied on the three datasets. 

Comparing our proposed technique with other 

mechanisms in the literature cleared an interesting, and 

unexpected results in detecting fake profiles in OSNs. 

The interesting one is the outperforming of our technique 

than the Support Vector Machine (SVM), which is 

applied on Twitter dataset [24], the unexpected result is 

that our system fails to achieve more accuracy than Social 

HoneyPot that applied also on Twitter dataset [25]. 
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Although this distinguishing with the two mechanisms, 

but it is calculated for our proposed mechanism that it is 

applied on three different datasets (Facebook, Google+, 

Twitter ) instead of one dataset (i.e. Twitter) as in SVM 

and Social HoneyPot, and our results proved a good 

performance of the proposed technique  in the three 

datasets. Fig.11 compares our proposed mechanism with 

SVM and Social HoneyPot against the accuracy metric.  

 

VI.  CONCLUSION 

 The main objective of the current study was to verify 

the identity of profiles in order to detect the fake profiles 

in Online Social Networks (OSNs). In this paper, we 

introduced a detection technique called Fake Profile 

Recognizer (FPR) for verifying the identity of profiles 

and recognizing the fake ones. The performance of our 

proposed technique is experimentally evaluated on three 

types of OSNs (i.e. Facebook, Google+, and Twitter), the 

study found that FPR technique achieved an accuracy 

score 82.88% in average and a good performance point 

(between 0.75 and 0.90) in the ROC Space. The study has 

gone some way towards enhancing our understanding of 

verifying the identity of profiles in order to 

decontaminate OSNs from fake profiles. The high False 

Positive Rate (19.57%) of our mechanism makes these 

findings less generalizable to be the best mechanism for 

detecting fake profiles although the strong competitive 

accuracy results. More research using more controlled 

trials is needed in order to improve the performance of 

the proposed technique in recognizing the identity of fake 

profiles in OSNs. 
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