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Abstract—This document presents the required layout of 

articles to Medical data mining has become one of the 

prominent issues in the field of data mining due to the 

delicate lifestyle opted by the people which are leading 

them towards various chronicle health diseases. Heart 

disease is one of the conspicuous public health concern 

worldwide issues. Since clinical data is growing rapidly 

owing to deficient health awareness, various techniques 

and scientific methods are opted for analyzing this huge 

data. Several data mining techniques such as Support 

Vector Machine (SVM), K-Nearest Neighbor (KNN), 

Decision tree, Naïve Bayes and Artificial Neural Network 

(ANN) are introduced for the prediction of health disease. 

These techniques help to mine the relevant and useful 

amount of data, form the medical dataset which helps to 

provide beneficial information to the medical institutions. 

This study presents various issues related to healthcare 

and various machines learning algorithms which have to 

withstand to provide the best possible output. A 

comprehensive review of the literature has been 

summarized to put lights on the previous work done in 

this field. 

 

Index Terms—Medical Data Mining, Machine Learning 

algorithm, Heart Disease Prediction, Heart Disease, 

Comprehensive Review. 

 

I.  INTRODUCTION 

Among numerous life-threatening diseases, heart 

disease has received an enormous deal of attention in the 

medical field. Heart disease is considered one of the 

deadliest & cardiovascular diseases. Heart-attack is also a 

result of heart disease & when the heart becomes very 

weak to circulate blood then breathlessness can occur. 

Many complications occur if heart disease remains 

untreated and unidentified. There are numerous risk 

factors that cause heart disease such as obesity, 

cholesterol, blood pressure, eating an unhealthy diet, age, 

etc. There are various types of heart disease. Some kind 

of heart disease is introduced as follows. 
 

1) Coronary Heart Disease: It is a situation in which 

plaque deposits block the coronary blood vessels, 

that provides less supply of oxygen & blood to the 

heart. 

2) Myocarditis: It is an irritation of the heart muscles 

that are usually caused by a viral, fungal, and 

bacterial infection that affects the heart. 

3) Cardiomyopathy: This is a change in muscle 

structure due to the weakening of heart muscles or 

inadequate heart pumping. 

4) Congestive heart failure: It is a situation where the 

heart can’t pump adequate blood to the rest of the 

body. 

5) Arrhythmias: It is associated with a disorder in the 

recurring movement of the heartbeat. Abnormal 

heartbeat is due to a short circuit in the heart's 

electrical system [1]. 

6) Stroke: Inhibiting the supply of blood causes 

damage to the brain. Cell death [2] occurs due to 

the bad flow of blood in the brain. The two major 

kinds of stroke are ischemic (because of lack of 

blood flow) & hemorrhagic (because of bleeding). 
 

Diagnosis of heart-disease is very time consuming & 

complex process for a doctor, and wrong clinical 

decisions due to negligence would cause the death of a 

patient that can’t be afforded by any hospital. Therefore 

prediction of heart disease at an early stage is necessary 

to diminish the risk of heart failure. 

In the present era, technology plays an imperative role 

in every industry as well as in our daily life. Medical 

technology is a broad area where innovation plays an 

essential role in maintaining health. The Electronic 

Medical Record (EMR) software system was created to 

fully adjust all aspects of medical workflow with retrieval, 

storage & modification of patient records digitally, 

clinical annotation, ordering laboratory, prescription 
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writing, viewing test & imaging tests outcomes. The 

clinical database contains a huge quantity of records of 

patients and their medical conditions.  

Analyzing these qualitative & quantitative data for 

discovering the relationships among a huge number of 

samples can be possible by using data mining techniques. 

Health Care Big Data [3] have numerous challenges as 

the complexity of data is too high for the reason that 

everyone cannot examine or process the medical report & 

genomic data i.e. imaging data & unstructured data. EMR 

is also limited to data acquisition than analytics. Clinical 

records are hard to understand in the right manner as data 

of the clinical reports are in the distinct format & the 

result of the medical test also varies based on the distinct 

symptoms of diseases. Big data analysis offer the 

opportunities to the health care industry in order to 

aggregate the huge amount of patients care data to 

understand, classify & make some learning methods that 

are utilized as an alternative treatment.  

 

II.  PREDICTION OF HEART DISEASE 

Prediction of heart disease [4] is identifying the 

presence of heart disease by analyzing the risk factor of 

heart disease patient's data. Data mining techniques are 

utilized for various applications. In the health care 

industry, data mining has played a significant role in 

predicting heart disease. Doctors have to do a number of 

tests to identify any disease. But heart disease prediction 

reduced the time and providing accurate results. The 

basic prediction model is shown below in Fig.1. 

 

Fig.1. Basic Prediction Modal 

 

III.  TECHNIQUES USED FOR HEART DISEASE PREDICTION 

There are numerous Data Mining & machine learning 

techniques that are mainly utilized for predicting heart 

disease. The objectives of mining heart disease[5] dataset 

are:- 

 

 Identify the characteristics of patients having heart 

disease. 

 Decide the attribute values that differentiate 

between patients having heart disease & patients 

with no heart disease. 

 Predict people whose heart disease is likely to be 

diagnosed. 

 Identify the impact of medical attributes. 

 

Some techniques for heart disease prediction have been 

introduced which consist of clustering, regression, 

classification, etc as shown in Fig.2. 

 

 

Fig.2. Techniques used for Heart Disease Prediction 
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A.  Clustering: 

Clustering is the procedure of combining data objects 

that are similar to each other contained by the cluster. It 

splits the large dataset into groups as per the similarity. 

1. K-mean clustering: 

K-means[6] is a clustering algorithm that is popular for 

cluster analysis in data mining. It is simple to implement 

the learning algorithm. Simplicity & speed are the 

advantages of the K- Means clustering algo. 

Steps:- 

 

• Choose k-centre (randomly) 

• Split the data into k-clusters by combining the 

points. 

• To find a new center, calculate the mean of k 

cluster. 

• Until centers don’t change, repeat steps 2 & 3 

 

Heart disease prediction model mainly used K- mean 

clustering for grouping the attributes. The working of K-

mean clustering is represented as shown in Fig.3. 

 

 

Fig.3. K-mean Clustering 

2. Hierarchical Clustering: 

It is an agglomerative (bottom-up) clustering technique 

begins with one factor (singleton) and repeatedly adjoins 

two or more appropriate clusters. It gets stop when 

certain (k) number of clusters is attained. In this 

technique, the prior information of the clusters is not 

required and hence it becomes easy to use. 

3. Density-based Clustering: 

Density-based clustering[7] consists of two different 

concepts of density i.e. reachability and connectivity. One 

of the benefits of the DBSCAN is that unlike Hierarchical 

clustering, it does no longer feel the necessity for the 

information about the number of clusters in the data set. 

B.  Classification: 

In this technique, a series of data is classified to 

achieve more precise predictions of the target class for all 

case of data. 

1.  Decision Tree: 

The Decision Tree [8] is a classifier that is easily 

implemented. The main benefit of the decision tree is that 

it can be applied to enormous data which is to be 

interpreted. A decision tree is a tree-like structure that 

contains branches, nodes, and arcs. The arcs connect from 

one node to another. The branch has attributes. For 

making a suitable decision the traversing starts from the 

root node to the leaf node. There are various decision tree 

for example CART(Classification and Regression tree), 

ID3 (iterative dichotomiser 3), C4.5, random forest, etc. 

1.1. Random Tree: 

It is a supervised classifier that builds a decision tree 

that assumes randomly selected components to say K at 

every node of the tree without reducing. The random 

tree[9] methodology could work both with regression & 

classification difficulties. It is a bagging tree that 

highlights the ability of multiple varied analyses and 

ensemble learning to provide deep data understanding. 

1.2. ID3 (Iterative Dichotomiser 3) 

ID3 [10] developed by Ross Quinlan is the easiest 

decision tree learning method. The fundamental reason 

behind ID3 algo is to develop the decision tree by 

introducing a greedy search, top-down through the 

provided sets of data for cross-checking every 

characteristic at each and every tree node for choosing the 

most useful attribute for classifying a given set. 

1.3. C4.5: 

This methodology is the advanced version of ID3 algo 

that was developed by Ross Quinlan. C4.5[11] takes both 

a particular & continuous attribute to build a decision tree 

so as to cope with continuous attributes. It has some extra 

features like coping with missing values, categorizing the 

continuous attributes, and sorting of decision trees, rule 

derivation, and others. 

1.4. CART: 

Classification and Regression Trees(CART) [12] is one 

of the decision trees. In the classification trees, the tree is 

utilized to classify the "class" within which there is a 

possibility of a target variable & the target variable is 

categorical. In regression trees, the target variable is 

continuous & a tree is utilized to expect its value. 

2. Neural Network: 

The neural network[13] depicts a biological nervous 

system as a computational model with the adaptive 

human brain. It can analyze the huge amount of data at 

very high speed for producing meaningful information 

such as in prediction and classification. However, ANN 

has proposed different models, the Feed-forward Neural 

Network (FNN) is the most well-known & widely used in 

many applications.ANN has shown in Fig. 4. 
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Fig.4. Artificial Neural Network 

3. SVM (Support Vector Machine): 

Support Vector Machine is a differentiate classification 

technique that is analyzed by partitioning a hyperplane. 

SVM[14] make a hyperplane for classification and 

regression techniques. It determines the closest data 

vectors known as support vectors (SV), for the decision 

detention in the training set & a known new test vector 

could be separated by using only the specified closest 

data vectors. The graphical representation of SVM is 

shown in Fig.5. 

 

 

Fig.5. Support Vector Machine 

C. Regression: 

Regression [15] is the technique that establishes the 

relationship between the dependent and independent 

variable. The dependent variable is called as Target 

variable and other than target variable, all variable are 

called Independent variable. 

1. Linear regression: 

Linear regression is a correlation among the predictors 

& the output could be approximated with a straight line. 

It has only one dependent and one independent variable. 

The Graphical representation of linear regression is 

shown in Fig.6. 

 

                  Y =  β2X +  β1                            (1) 

 

 

Fig.6. Linear Regression 

2. Logistic regression: 

Logistic Regression is a classification algorithm. It is 

utilized to predict a binary outcome. It has one dependent 

and one & more independent variable. General 

representation of logistic regression is 

 

                       Y =  β3X1 +  β2X2 +  β1                     (2) 
 

where  

 

Y= Dependent variable  

X=Independent variable 

β2, β3 =Regression coefficient 

β1 =constant. 
 

The graphical representation of logistic regression is 

shown below in Fig.7. 

 

 

Fig.7. Logistic Regression 
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all together classifier. As per the jackknife cross-

validation method, the highest accuracy of 92.59% was 

obtained. FEN MIAO et al. [17] made an all-inclusive 

risk model by an improved random survival forest (iRSF) 

through a high level of accuracy for predicting heart 

failure rate. Thus, the model separated the non-survivors 

& 1-year survivors with better accuracy compared to 

earlier heart prediction models. This achieved an 

accuracy of 82.1%. 

R. Chitra et al. [18] designed a new intelligent method 

to establish information on the possibility of Heart 

Disease via Optimized Neural Network. By Genetic 

Algorithm for prediction, a Feed Forward Neural 

Network(FFNN) optimized. The accuracy is 85.3%, 

sensitivity is 83.5%, & specificity is 86.4% for GA-ANN 

model of prediction. Mohammad A.M. Abushariah et al. 

[19] design & build an automatic heart disease diagnosis 

scheme in MATLAB. The Cleveland dataset develops the 

training and testing dataset for heart diseases prediction. 

Two schemes were developed for train & testing the 

Cleveland dataset. The primary scheme based on the 

Multilayer Perceptron (MLP) structure on the Artificial 

Neural Network (ANN), while the following scheme 

based on the Adaptive Neuro-Fuzzy Inference Systems 

(ANFIS) method. The ANN scheme improves the Neuro-

Fuzzy scheme with the greatest accuracy i.e. 87.04%. 

Sheetal Sonawane et al. [20] represents an MDSS for 

cardiovascular disease classification in the support vector 

machine (SVM) based on sequential minimal 

optimization (SMO) technique. It trained SVM in the 

Cleveland Heart Disease database by SMO method in 

UCI Machine Learning Repository Data. The accuracy of 

the proposed work is 84.12%. Nilakshi P. Waghulde et al. 

[21] proposed a cardiovascular Prediction scheme by 

Genetic Algorithm & Neural Network. This scheme 

computes the various hidden nodes for a neural network 

that train the network with the appropriate selection of 

neural network architecture & utilizes the worldwide 

optimization of a genetic algorithm for initializing the 

neural network. As a result, it has been found that the 

genetic neural approach predicts cardiovascular disease 

up to 98% accuracy. 

Ritika Chadha et al. [22] attempts to provide the 

methodology & implementation of the techniques for 

example Decision Tree, Artificial Neural Networks(ANN) 

& Naive Bayes. Certainly, the observations expose that 

Artificial ANN performs better than Decision Tree & 

Naive Bayes. ANN predicted the disease with an 

accuracy of 99% as per this research. Hidayat TAKCI et 

al. [23] proposed the best feature selection algo & the 

best machine learning methodology for predicting heart 

attacks. By the optimal parameters & numerous feature 

selection methods, numerous machine learning 

techniques were utilized. As per the outcome, the SVM 

algorithm with the linear kernel is the best machine 

learning methodology, whereas the relief technique is the 

best feature selection algorithm. It achieved the highest 

accuracy value of 84.81%. 

Rajesh Jangade et al. [24] studied various classification 

techniques that could be used for the prediction of heart 

associated difficulties. This work focuses to determine an 

appropriate technique that can assist future decision 

making. The comparison is analyzed among the classifier 

for detecting that tends to be more efficient for the dataset. 

The decision tree presents the accuracy of 75.10%. E. K. 

Hashi et al. [25] offered a proficient clinical decision to 

maintain a scheme for predicting disease by classification 

methods. The paper is based on WEKA software and 

percentage ratio method for train and test dataset using 

KNN & C4.5. They give 76.96% & 90.43% accuracy 

correspondingly. C4.5 Decision Tree gives better 

accuracy compared to KNN and helps for the clinical 

decision support system. 

M. Sultana et al. [26] proposed a prediction of heart 

disease by J48, SMO, KStar, Multilayer perceptron, 

Bayes Net by WEKA tool. On the basis of performance 

from different factor SMO (89% of accuracy) and Bayes 

Net (87% of accuracy) achieve optimum performance 

than Multilayer perceptron, J48 and KStar techniques 

using k-fold cross-validation. The accuracy performance 

achieved by those algorithms is still not satisfactory. So 

that if the performance of accuracy is improved more to 

give batter decision to diagnosis disease. A. Davari 

Dolatabadi et al. [27] describe automatic examination of 

coronary artery disease (CAD) patients by improved 

SVM, in this parameters of SVM are optimized to 

improve the accuracy of prediction, which gives 99.2% 

accuracy by k- fold cross-validation. The paper helps to 

diagnosis disease at an early stage and to reduce the cost. 

The accuracy obtained is good to predict if the individual 

has heart disease or not. 

Kaan Uyar et al. [28] suggested an algorithm based on 

trained recurrent fuzzy neural networks (RFNN) i.e 

Genetic Algorithm (GA) for predicting heart diseases. 

97.78% accuracy was achieved in the testing dataset. 

They used the probability of the misclassification error, 

root means a square error, sensitivity, F-score, precision 

& specificity are computed for knowing the accuracy. 

Ashok Kumar Dwivedi [29] predicted heart disease by 

evaluating the 6 machine learning techniques. The 85% 

classification accuracy was obtained by logistic 

regression with the specificity of 81% & sensitivity of 89% 

correspondingly. 

R. Kannan et al. [30] perform four distinct machine 

learning techniques, for example, stochastic gradient 

boosting, logistic regression, SVM & Random Forest are 

compared by the obtained accuracy in R language. 

Compare the accurateness of the model predictions 

presents that logistic regression & the area under the 

ROC provides the greatest 87% accuracy. Sarabi H. 

Mujawar et al. [31] objective is to detect more precisely 

the occurrence of heart disease. Instead of going for a no. 

of tests, the fewer no. of attributes is a challenging job for 

Data Mining. Two data classification methods were 

performed that are Naïve Bayes & modified K-means. 

The modified K-mean clustering technique obtained an 

accuracy of 91%. In this research, a modified K-means 

technique is suggested that remove one of the main 

limitations of vital K-means technique that involve a 

number of clusters as input. 
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Amita Malav et al. [32] offer an effective prediction 

method to conclude & take out the unknown information 

about heart disease by a hybrid of artificial neural 

network & K-means clustering technique. For performing 

the combination of numerous attributes it utilizes k-

means & it utilizes the Back-propagation method in 

neural networks for prediction. This hybrid model 

achieved an accuracy of 97%. Purushottam et al. [33] 

proposed an effective prediction scheme by data mining. 

This scheme helps the medical practitioner to make 

effective decision producing that based on the definite 

parameter. In the testing phase, it provides 86.3% 

accuracy and in training phase 87.3% accuracy. 

Vikas Chaurasia et al. [34] deliberated & the 

experiments different classifier to predict the patients 

those have heart disease. Three classifiers, for example, 

DT, CART, and ID3 were utilized for analysis of patients 

having heart diseases. Based on the patient's data, the best 

algorithm is the CART classification, whose accuracy is 

83.49. 

The comparative analysis of the literature survey is 

mention below in Table 1. 

Table 1. A Comparative Analysis of Numerous Algorithms 

Author Year Proposed Technique Accuracy 

R. Chitra et al.[18] 2013 An FFNN optimized by Genetic Algorithm GA-ANN 85.3% 

Sheetal Sonawane et al.[20] 2013 It trained SVM by SMO Trained SVM by SMO 84.12% 

Vikas Chaurasia et al.[34] 2013 Compare Different classifier CART 83.49% 

Mohammad A. M. Abushariah 

et al.[19] 

2014 The 2 system is performed first MLP structure on the 

ANN 

and another system by ANFIS 

The system based on MLP 

structure on the ANN 

87.04% 

Nilakshi P. Waghulde et al.[21] 2014 Hybrid of genetic algorithm and neural network A genetic- neural approach 98% 

Sairabi H. Mujawar et al.[31] 2015 Apply classification technique Modified k-mean 91% 

Prof. (Dr.) Kanak Saxena et al. 

[33] 

2016 Build an effective Heart Disease Prediction scheme by 

classified rules. 

Decision classifier 86.3% (testing 

phase) & 87.3% 

(training phase) 

Ritika Chadha et al.[22] 2016 Comparison of ANN, Decision Tree, Naïve Bayes ANN 99% 

 
M. Sultana et al.[26] 2016 Prediction by WEKA 

the tool with 10-Fold cross-validation 

SMO 89% 

Ashok Kumar Dwivedi et 

al.[29] 

2016 Evaluated the potential of six machine learning 

techniques 

Logistic Regression(LR) 85% 

Xiao Liu et al.[16] 2017 Proposed the Hybrid classification scheme 

based on the ReliefF & Rough Set (RFRS) method. 

C4.5 with cross-validation 

and ReliefF and Rough Set 

(RFRS) method 

92.57% 

A. Davari Dolatabadi et al.[27] 2017 SVM is optimized by K-fold cross-validation(CV) SVM with K fold cross- 

validation 

99.2% 

E. K. Hashi et al.[25] 2017 Compare KNN and C4.5 C4.5 90.43% 

Kaan Uyar et al.[28] 2017 Apply genetic algorithm(GA) GA 97.78% 

Amita Malav et al.[32] 2017 Hybrid Model K-mean and ANN 97% 

FEN MIAO et al.[17] 2018 Heart failure prediction by iRSF iRSF 82.1% 

Hidayat TAKCI et al.[23] 2018 Determine the best machine learning technique with the 

most excellent feature selection algorithm for predicting 

heart 

attacks. 

SVM algorithm with the 

linear kernel(LK) with best 

characteristic selection 

technique is the reliefF. 

84.81% 

Rajesh Jangade et al.[24] 2018 The comparison is analyzed among the classifier. Decision Tree 75.10% 

R. Kannan et al.[30] 2018 Comparison of logistic regression, Random Forest, 

stochastic gradient boosting, & SVM in R language. 

Logistic Regression(LR) 87% 

 

Nowadays advanced technologies are utilized in the 

health domain but traditional clinical equipment & 

physical resource aren’t compatible to work with them 

like- hospitals, medical reports, and imaging sensor 

devices. Existing technology involves human interference 

more towards manual, so for overcoming this problem, a 

technology requires, that getting the computers to learn, 

act like humans & enhance their learning in excess of 

time in a sovereign manner, via providing them data in 

the form of observations & real-world interactions. This 

technology is known as machine learning that trains 

machines so that it can handle novel conditions via self-

training, analysis, experience & observation. By 

developing a medical diagnosis system that is based on 

machine learning for prediction of heart disease will 

provide more accurate consequences than traditional way 

& will also cut down the expenditure of treatment. Heart 

disease has now become the leading cause of mortality in 

India. Therefore it is very important to research in this 

field. To save the lives of people, we need to meet an 

accurate result. 
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Deep learning provides accurate result than the 

machine learning and other data mining algorithm. Deep 

learning has not yet been used in heart disease prediction. 

The limited dataset has been used till now by the 

researchers which were obtained from the same source. 

This is the key issue in the prediction of heart disease. 

That's why more research is required in this field. Using 

different data sets from other sources and a huge amount 

of data may be useful for improving the performance of 

the prediction system. 

 

V.  EXPERIMENTAL ANALYSIS 

In most of the research of heart disease prediction, the 

Cleveland and Statlog dataset is mainly used. The steps of 

the experiment are shown in Fig. 8. 
 

 

Fig.8. Flowchart of the Experimental setup 

For this experiment, RStudio is utilized with the R 

programming language. The overall comparison of 

accuracy is visualized as below Fig.9. 

  

Fig.9. Accuracy Analysis 

 

VI.  CONCLUSION 

Heart disease is a chronic disease due to which a 

number of people are suffering which has become a great 

deal of attention. In this study, numerous data mining & 

machine learning methods have discussed and examined 

for predicting heart disease. It analyses and concludes 

that the data mining algorithm i.e. ANN and SVM that 

used UCI Heart disease is a chronic disease due to which 

a number of people are suffering which has become a 

great deal of attention. In this study, numerous data 

mining & machine learning methods have discussed and 

examined for predicting heart disease. It analyses and 

concludes that the data mining algorithm i.e. ANN and 

SVM that used UCI Repository dataset perform better for 

heart disease prediction over than the remaining 

algorithms. 
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