
I.J. Information Engineering and Electronic Business, 2019, 6, 32-36 
Published Online November 2019 in MECS (http://www.mecs-press.org/) 

DOI: 10.5815/ijieeb.2019.06.05 

Copyright © 2019 MECS                                        I.J. Information Engineering and Electronic Business, 2019, 6, 32-36 

Efficient Predictive Model for Determining 

Critical Factors Affecting Commodity Price: The 

Case of Coffee in Ethiopian Commodity 

Exchange (ECX) 
 

Worku Abebe Degife 
1
 

1 Faculty of Informatics, University of Gondar, Gondar, Ethiopia 

Email: workuabebeis@gmail.com,worku.com@uog.edu.et 
 

Dr.ing. Abiot Sinamo (PhD) 
2
 

2 
Ethiopian Institute of Technology-Mekelle (EiT-M), Mekelle University, Ethiopia 

Email: Abiotsinamo35@gmail.com 

 

Received: 24 September 2019; Accepted: 25 October 2019; Published: 08 November 2019 

 

 

Abstract—In this paper, we have focused on the data 

mining technique on market data to establish meaningful 

relationships or patterns to determine the determinate 

critical factors of commodity price. The data is taken 

from Ethiopia commodity exchange and 18141 data sets 

were used. The dataset contains all main information. The 

hybrid methodology is followed to explore the 

application of data mining on the market dataset. Data 

cleaning and data transformation were used for 

preprocessing the data. WEKA 3.8.1 data mining tool, 

classification algorithms are applied as a means to 

address the research problem. The classification task was 

made using J48 decision tree classification algorithms, 

and different experimentations were conducted. The 

experiments have been done using pruning and unpruning 

for all attributes. The developed models were evaluated 

using the standard metrics of accuracy, ROC area. The 

most effective model to determine the determinate critical 

factors for the commodity has an accuracy of 88.35% and 

this result is a good experiment result. 

The output of this study is helpful to support decision-

making activities in the area of the Ethiopia Commodity 

Exchange. The study support commodity suppliers to 

take care of the determinant factors work towards 

maintaining quality. Ethiopia Commodity Exchange 

(ECX), as the main facilitator of commodity exchanges, 

can also use the model for setting price ranges and 

regulations. 

 

Index Terms—Commodity Price, Predictive Model, J48 

decision tree 

 

I. INTRODUCTION 

Modern commodity exchanges dates back to the 

trading of Rice futures in the 17th century in Osaka, 

Japan[1]. With the liberalization of agricultural trade in 

many countries, and the withdrawal of government 

support to agricultural producers a new need arises for 

price discovery and even physical trading mechanisms, a 

need that can often be met by commodity exchanges. 

Hence, the rapid creation of new commodity exchanges, 

and the expansion of existing ones have increased over 

the past decade. 

At present, there are major commodity exchanges 

globally and a large number of brand new exchanges 

have been created during the past decade in developing 

countries[1].  

 Although the major task of ECX is protecting its 

customers through the modern trading system, controlling 

the factors affecting commodity prices should also be 

taken into consideration for smooth and healthy 

exchanges between customers. In this regard number of 

factors can be considered as determinants but there is no 

a clear indicator that can directly be inferred out of the 

available commodity exchange data. Therefore, as one 

means of potential intervention, data mining research can 

be conducted to unveil the unseen pattern that can 

potentially be useful for regulating commodity exchange 

trends.   

 

II. LITERATURE REVIEW   

2.1. Data Mining 

Data mining is the process to discover interesting 

knowledge from large amounts of data[3]. Nowadays, 

data stored in market databases are growing in gradually 

rapid way. Therefore, it is necessary to analyse this huge 

amount of data and extract useful information from it.  

Data mining is the process that results in the discovery of 

new patterns in large data sets. The goal of the data 

mining process is to extract knowledge from an existing 

data set and transform it into a human understandable 
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formation for advance use. It is the process of analyzing 

data from different perspectives and summarizing it into 

useful information. There is no restriction to the type of 

data that can be analyzed by data mining. We can analyze 

data contained in a relational database, a data warehouse, 

a web server log or a simple text file. Analysis of data in 

effective way requires understanding of appropriate 

techniques of data mining. [3,4,5,6] In addition to this, 

data mining technology can generate new business 

opportunities by providing automated process of finding 

predictive information in large databases and discovery of 

previously unknown patterns. 

A large data collection is required for producing 

information. Only data retrieving is not enough, rather we 

need a means to automate the aggregation of data, 

information extraction, and recognize discovery patterns 

in The source data. Files, databases and other repositories 

consists of huge amount of data, hence it is necessary to 

develop a prevailing tool for analysis and explanation of 

data and extracting interesting knowledge to facilitate in 

decision making. Data mining can solve all of the 

tasks[7]. 

Data mining is a method of extracting unknown 

projecting information from large databases 

which is a widespread technology that helps 
organizations to focus on the most important 

information in data repositories with great 

potential[7,8,9,10]. Data analysis tools predict 

future trends and behavior, helping organizations in 

active business solutions to knowledge driven decisions 

[6,11,12]. Intelligent data analysis tools produce a 

database to search for hidden 

patterns, finding projecting information that may be 

missed due to beyond experts’ prediction. The task of 

data mining are varied and distinct because there are 

many patterns in a large database. Deferent kinds of 

methods and techniques are needed to find deferent kinds 

of patterns[10,12,13]. 

2.2. Related Works 

The first work in this regard is the work done by 

Ticlavilca et al [14]. This work applied a MVRVM model 

to develop multiple-time-ahead predictions with 

confidence intervals of monthly agricultural commodity 

prices. The predictions are one, two and three months 

ahead of prices of cattle, hogs and corn. The MVRVM is 

a regression tool extension of the RVM model to produce 

multivariate outputs. The statistical test results indicate an 

overall good performance of the model for one and two 

month’s prediction for all the commodity prices. The 

performance decreased for the three-month prediction of 

the three commodity prices. The MVRVM model 

outperforms the ANN most of the time with the exception 

of corn price prediction two and three months ahead. 

However, the bootstrap histograms of the MVRVM 

model show narrow confidence bounds in comparison to 

the histograms of the ANN model for the three 

commodity price forecasts. Based on this study, the 

MVRVM is more robust. 

 

From the study in [15], the author discussed, 

determining the Stock market forecasts has always been 

challenging work for business analysts. In the paper, the 

author attempted to make use of these huge chaotic in 

nature data to predict the stock market indices. Moreover, 

if we combine both these chaotic data and numeric time 

series analysis, the accuracy in predictions can be 

achieved. Investors can use this prediction model to take 

trading decision by observing market behavior. 

Enhancements of this system are focused to help in 

improving more accurate predictability in stock market 

regardless how chaotic the stock market data can be. 

The study of Santoso and Rusdianto [16] resulted with 

a “Hybrid Clustering Method for Stock Price and 

Commodity Price”. They find out that, combination 

between K-Means Clustering and Principal Component 

Analysis can give better analysis and classification. The 

results of using those two methods are a dimension 

reduced cluster (compact cluster). The result is supported 

by some findings in the reality through having some 

observations in the news and daily reports of the 

company conditions. In their summary, the study has 

shown that it is an effective method to use a hybrid 

method to cluster the stock price and commodity price 

using K-Means Clustering and Principal Component 

Analysis. It is supported that the result of the Principal 

Component Analysis can have a direct impact on the 

number and type of dietary patterns revealed in the data. 

They also mentioned that, reducing the dimension of the 

cluster is an important task and it can be implemented by 

using Principal Component Analysis. Moreover, for 

further research works, they suggested to combine the K-

Means algorithm, Principal Component Analysis, and 

Neural Network to have better solutions. By conducting 

the Neural Network to the established clusters, it will 

give the exact information on how to identify the 

information in every cluster. 

 

III. PROBLEM OF THE STATEMENT 

Knowing how an industry is influenced by market 

trends is essential to stay competitive and meeting 

consumers’ needs. In order to keep a company ahead of 

the competition, it is also important to utilize market 

trend analysis that is the process of evaluating changes to 

a given market. As a pioneer and modern marketing 

platform in Ethiopia [2]. ECX should also determine 

factors affecting commodities prices. Although the global 

market plays a significant role in this aspect, there is no a 

clear cutting rule explicitly list the determent factors and 

indicate the relationships within the factors. 

As a researcher knowledge there was no any work that 

studded determinate factors of the commodities price 

which one considered in ECX. The study will help the 

organization (ECX) to take action according to the 

discovered knowledge and experts and suppliers also use 

for decision making. 
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IV. EXPERIMENTATION DESIGN 

In this research number of experiments for J48 were 

conducted and high accuracy values are recorded. A total 

of 18141 datasets with 7 independent attributes and one 

dependent variable are used throughout all the 

experiments. Once the experimental setups are 

established, building model with a number of parameters 

that govern the model generation process would be the 

next task. 

Table 1 Sample values of final attributes after pre-processed 

 
 

4.1. Model Building Using J48 Decision Tree 

Model building is an iterative process. Therefore, it is 

important to conduct different experiments to find the 

optimal model to address the problem. In this study, 

different experiments are conducted by altering 

parameters of the J48 decision tree but only some of the 

experiments are presented here which score high 

accuracy [17,118]. (Compare to each other, this scenario 

is also used for other selected algorithm). J48 algorithm 

contains some parameters that can be changed to further 

improve classification accuracy. Initially the 

classification model is built with the default parameter 

values of the J48 algorithm. Table 2 summarizes the 

default parameters with their values for the J48 decision 

tree algorithm. 

Table 2 Some of the J48 algorithm parameters and their default values 

Parameter  Description  Default 

Value 

ConfidenceFactor 

 

The confidence factor used 

to for pruning (smaller 

values incur more pruning) 

0.25 

MinNumObj The minimum number of 

instances per leaf  

2 

Unpruned  Whether pruning  False 

 

 

By changing the different default parameter values of 

the J48 algorithm, the experimentations of the decision 

tree model-building phase are approved.     

Table 3 Values of parameters used for J48 algorithm 

 
 

The performance measures (in terms of accuracy, 

ROC, and other effectiveness measures) of the above six 

experiments of J48 decision tree algorithms are organized 

in Table 4 below. 

Table 4 Experimentation result of J48 Algorithms 

 
Key: CCI: Correctly classified Instance, ICCI (Incorrectly classified 

Instance), ROC: Relative Optical character curve. 

 
On presented Table 4 the result of each experiment 

developed. The experiment was designed to evaluate the 

performance of a J48 classifier Unpruned and pruned 

tree. The J48 pruned achieved more accuracy out of the 6 

experiments. As the result Experiment #2 (Building 

decision tree pruned and testing option10 cross 

validation) is best based on accuracy which registered 

88.35% and correctly classified instance which is 

accounts 16031 out of 18141. And The Number of leaves 

and the size of the tree have a value of 142 and 182 

respectively. 

Therefore, the researcher selected Experiment #2 

(pruned J48 decision tree with 10 fold cross validation) 

for comparison with other classification algorithms out of 

the 8 experiments. 
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In addition to this, the researcher attempted to use 

different parameters out of that listed in the table 2 to 

increases the accuracy of the model and to minimize the 

number of leaves and tree for all experiments. With this 

objective in mind, the MinNumObj (minimum number of 

objects in a leaf) parameter was tried with a value 10, 15 

and 20. The confidence factor also tried with a value 0.6, 

0.7... But the result is not much improved when compare 

it with Experiment#2. This is because if the value of 

MinNumObj increases, the number of the leaves and size 

of the tree also decreases but the accuracy and the 

performance of the model decrease. Consequently, if the 

value of confidence factor increases, the number of the 

leaves and size of the tree also increases as well as 

accuracy and the performance of the model decrease. 

This is because smaller values incur more pruning.  

 

V. CONCLUSIONS 

In this study, DM techniques have been used with the 

aim of identifying and critical determinate factors for 

commodities price. The hybrid process model was 

followed during undertaking experimentation and 

discussion. The data set used in this study has been taken 

from ECX market data. After taking the data, it has been 

preprocessed and prepared in a format suitable for the 

DM tasks. 

The study was conducted using classification 

techniques namely decision tree, for model building and 

experimentation J48 Experimentation was conducted 

using two test options (10-fold cross validation and 80 % 

percentage split) for each experiment. Various 

experiments were made by making adjustments on the 

modeling parameters in order to come up with 

meaningful results. J48 algorithms performed with 

accuracy of 88.35%. The results from this study can 

contributes towards encouraging and supporting the 

decision making process for marketing organizations and 

marketers. To conclude, the study showed that the 

problem of fluctuating the commodities price can be 

solve using data mining techniques. 

 

VI. RECOMMENDATIONS 

This study has provided a predictive model for 

determining critical factors of commodity price in ECX. 

Based on the results and findings obtained from the 

study, the researcher forwards the following 

recommendations and potential future works.  

 

 The output of this research is helpful to the 

domain experts of ECX and suppliers for 

identifying the determinant factors for 

commodities price. This can help for solving 

problems rising during trading activity with regard 

to price fluctuations. 

 

The model which is developed in this research 

generates various patterns and rules that can be used by 

ECX branches in deferent location of the country. 

Market policy makers, suppliers and planners can have 

useful insight for future planning and special intervention 

program based on the findings of the study. 

In this study the scope was limited to the commodity 

namely coffee, further study can be conducted by 

considering different commodities including local coffee. 

This study can be used as an input for the development 

of a full-fledged model that can be used for price 

prediction by developing a full-fledged decision support 

system. Graphical User Interface as a prototype of the 

proposed model 

Other methodology or classification algorithms (neural 

network and Support Vector Machine) can also be used 

for further research work.   
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