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Abstract—Artificial Intelligence (AI) has a huge scope in 

automating, stream- lining, and increasing productivity of 

Music Industry. Here, we look upon AI based techniques 

for classifying a piece of music into multiple genres and 

then later converting it into another user-specified genre. 

Plenty of work has been done in classification, but using 

traditional machine learning models which are limited in 

term of accuracy and rely heavily on features to train the 

model. The novelty of this work lies in its attempt to 

covert genre of music from one type to another. This 

paper focuses on classification achieved by using a model 

trained via Convolutional Neural Networks. Conversion 

of music genre, a relatively less worked upon field has 

been discussed in this paper along with details of 

implementation. For Conversion, we initially convert the 

input file to spectrogram. A database of all genre is 

maintained at all times and a random file from user 

selected genre is also converted to spectrogram. Later, 

these spectrograms are processed and converted back to 

signals. Finally the user can listen to the converted audio 

file. Validation of the conversion was performed via a 

survey with the help of end users. Thus, a novel idea of 

doing Music Genre Conversion was put forth and was 

validated with positive outcomes. 

 

Index Terms—Music, Artificial Intelligence, Genre, 

Music Classification, Music Conversion, Convolution 

Neural Network (CNN) 
 

I.  INTRODUCTION 

THE development of multimedia technology has made 

digital music widely available to the public. The music 

files are millions in numbers, making it difficult to 

identify the genre and segregate them accordingly. Thus, 

an efficient system should be created to segregate the 

music files into their respective genres. 

Music Genre Classification systems have been a huge 

part of the music society for over a decade. Genre 

Classification systems are used to identify the genre of 

the music file given by the user. Genre is the musical 

domain to which the song belong viz. Pop Music, Rock 

Music, Classical Music and so on. Previous work has 

been done in this field using various approaches, ranging 

from Machine Learning to Neural Networks. This paper 

focuses on the approach adopted by us to implement a 

Multi Genre Music Classification System. 

Pushing the idea a bit further, we put forth a novel 

approach of converting a file from one music genre to 

another. Aside from being a good exercise in AI, this 

could be a very good tool to generate new musical ideas.  

An extensive literature survey was conducted to gauge 

the state of the progress made in Music Genre 

Classification and Conversion. There were many 

advances made in Classification, chief of which are listed 

below, and it was established that no work was done in 

the field of Music Genre Conversion. 

As a part of our research, an extensive study was done 

on multiple papers related to Music Genre Classification. 

Research done in [3-5] focused on the following genres: 

 

1 Mel Frequency Cepstral Coefficient (MFCC) 

2 Short Term Fourier Transform (STFT)  

3 Discrete Wavelet Transform (DWT) 

 

These features were considered extremely important to 

the classification models used in those papers. 

The research objective of this work is to apply AI 

based methods to classify music genre and convert one 

music genre to another. 

Section 2 describes our proposed system for Music 

Genre Classification and Music Genre Conversion in 

Section 3 and Sections 4 discuss the results of our 

endeavours. 

 

II. PROPOSED METHODOLOGY 

The proposed classification and conversion system 

uses GTZAN Dataset which consists of 1000 songs 

evenly divided in 10 genres. We have selected GTZAN 

dataset as most of the research papers. The papers we 

referred during our research mentioned the use of 

GTZAN and consider it a good, evenly divided dataset of 

1000 songs, 30 seconds each [19]. 

The genres the system currently works with are: 

 

1. Blues 

2. Classical 

3. Country 

4. Disco 

5. Hiphop
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6. Jazz 

7. Metal 

8. Pop 

9. Reggae 

10. Rock 

 

The above genres are available in GTZAN dataset for 

conversion.  

A.  Implementation of Classification System 

Like most of the tasks, audio processing consists of 3 

important tasks. They are: 

 

1. Pre-processing 

2. Training and Validation 

3. Testing 

 

These tasks have to be executed one after the other in 

the written order. No task can be skipped as each is 

important in its own way. 

1.  Pre-Processing  

The objective of this task is to extract relevant audio 

information. It helps to reduce the dimensionality of the 

data. It simplifies the learning process. It is important to 

get this task right as it influences the learning model 

greatly. Audio pre-processing must be able to extract data 

from the music. The goal of this task is to extract and 

organize data in such a manner that it helps the model 

perform well. 

The implemented pre-processing includes the 

following tasks: 

 

a Creation of windows 

b Data Extraction 

a Creation of Windows 

In this task the audio is divided into windows. This 

helps in reducing the dimensionality of the data to be 

extracted. Every window is labelled as the genre it 

belongs to. These windows will then be used as input to 

the model after further processing. The creation of 

windows is done such that it overlaps a little from the 

previous window which will help the learning model 

immensely. 

b Data Extraction 

Data extraction is performed to extract relevant data 

from the given audio file. For this, we use Librosa, a 

python package for music and audio analysis. Librosa can 

be used for extraction of multiple features. We are 

interested in extracting the entire data from the file, thus 

we extract spectrograms. 

2. Training and Validation  

This section discusses the training and validation 

activities used in implementation of the system. 

a Training 

An important step in development of an accurate and 

well performing model is training the model. There are 

various parameters that greatly influence the output and 

accuracy of the model. The parameters like batch size, 

epochs, optimizer, loss, etc have effect on model output. 

The training task is the most important task in creating a 

machine learning model. The objective of this task is to 

generate a model that produces a good accuracy that can 

be applied for general unseen data. For the training 

technique we have implemented in this paper we have 

used Adam optimizer, number of epochs are 50, the batch 

size is 32 and for loss we are considering categorical-

cross entropy. 

b Model 

 

Fig.1. Classification Model 

The model has been created using keras as follows: 

The model that we have implemented in this paper 

consists of convolutional 2D layers to extract features and 

then softmax layer to predict the classification of genre.  

The figures from [2 – 7] includes discussion on model. 

The model has an input of size 13300x128x129x1 

meaning there are 13300 data points of size 128x129 with 

a single color channel. The first layer of the model is a 

convolutional 2D layer of kernel size 3x3 and 16 filters.  
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The second layer is maxpooling layer with 2x2. The 

next is a dropout layer of 0.25 which is used to avoid 

overfitting. These 3 layers together can be said to make 

one block. Similarly, there are four more blocks with 

filters 32, 64, 128 and 64 respectively. However, in the 

5th block, we have the maxpooling layer with 4x4. The 

layer used next is Flatten which basically converts the 

entire output in a row vector. The last layer is a dense 

layer with softmax activation to perform learning from 

features extracted from above CNN. The default value for 

learning rate of Adam optimizer has been used in the 

model. 

The first layer retains the full shape of the spectrogram 

generated. The activations in the first layer retain almost 

all of the information in the input picture. As we go deep 

into the layers, the activations are abstract and less 

visually interpretable. These layers carry less information 

about how data has been visually presented and carry 

information more related to the class. 

 

 

Fig. 2. Sample input for the model 

 

Fig. 3. Convolution Block 1 

 

 

Fig. 4. Convolution Block 2 

 

Fig. 5. Convolution Block 3 

 

Fig. 6. Convolution Block 4 
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Fig. 7 Convolution Block 5 

c Validation 

Validation is the process of evaluating the accuracy of 

the model. The testing dataset is a separate portion of the 

same data set from which the training set is derived. The 

dataset used for the system consisted of 1000 songs. The 

training- testing split was 70 percent and 30 percent. As 

previously mentioned, the song was divided into multiple 

windows which were used for training and testing. Each 

song had 19 windows, a total of 19000 windows for the 

entire dataset. So, in total 13,300 windows were used for 

training the network and 5700 for validation purposes. 

The accuracy for the model was 83.37 percent. 

 

 

Fig. 8. Accuracy over iterations 

3.  Testing  

Testing is the process where one sees if the model 

created runs properly for unseen real data. After training 

was completed, model was able to accept the testing 

audio file, dividing it into 19 windows. Each window is 

labelled which enables us to derive number of 

conclusions for the genre of the song as all 19 windows 

collectively make one song. We can go for multi genre 

classification or just classify it into a single genre. 

 

 

Fig. 9. Loss over iterations 

 

Fig. 10. Confusion Matrix 

B.  Implementation of Conversion System 

The following is a high-level block diagram of the 

conversion system: 

 

 

Fig. 11. Implementation of conversion system 

Our approach to this problem is rather simple. We use 

the concept of style transfer used in image processing in 

our conversion module. The steps are: 
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1. Data Extraction 

2. Creation of Network 

3. Reconstruction of Signal 

1.  Data Extraction  

Convert the input file to its spectrogram using STFT 

(Short Time Fourier Transform). Spectogram being a 2D 

representation of a 1D signal can be thought of as 1xT 

image with F channels. Since, we are not synthesizing 

music we take 2 inputs from the user, the audio file and 

the genre the user wants it to be converted to. We have a 

database of all the genres and we randomly select a music 

file from the genre that user wants his file to be converted 

to. Both files are then converted to its spectrogram using 

STFT 

2.  Creation of Network 

We create a network using random weights. The net- 

work has only one layer with 4096 filters. We first 

compute features of the spectrograms we get from the 

previous step using convolution 2d network. We then 

minimize the loss using Tensorflows 

ScipyOptimizerInterface using L-BFGS-B method and 

maximum iterations set at 300. 

3.  Reconstruction of Signal  

From spectrogram to signal, the inversion is done using 

librosa libraries. Article[18] is the inspiration for 

algorithm that is used for generating signal from 

spectrogram. This signal generation helps us to get the 

output as an audio signal which we can listen to. 

 

 

Fig. 12 Here the first image is spectrogram of users input. The 

second image is spectrogram of the audio which the users input 

has to take style of. The third image is the result of style transfer 

from music of style to content. 

 

III. RESULT 

From our implementation and previous research, we 

can conclude that Multi Genre Classification model using 

Convolution Neural Networks in which individual 

windows are used for training and testing instead of 

features extracted from audio files, gives a better result in 

terms of accuracy compared to the traditional machine 

learning models. Moreover, the classification is multi 

genre where a single audio file can be classified into 

multiple genres at the same time. Accuracy obtained from 

this process was 83.37 percent. Graphs and Confusion 

Matrix obtained as a part of the process have been 

included in this paper. Moreover, random files selected 

for testing were classified to their respective genres 

correctly. 

 

 

 

The result is further verified by survey method. 

Almost everybody has their own different perspective 

about music, and what makes one genre of music 

different from the other. Thus, for qualitative analysis we 

decided to get user reviews and their feedback to rate the 

system. We created a sample web page where users can 

listen to the original file and the converted file for each 

genre. 

A Google Form was embedded in the page, which 

collected the following information: 

 

1. Name 

2. Age 

3. Gender 

4. Music Knowledge 

5. Rating of the system 

6. Comments, if any 

 

These attributes were collected for the following 

reasons: 

 

1. Age: Different age groups have a different music 

perspective. Thus, what seems likable to people 

of a certain age group might not seem the same to 

a different age group. For example, people above 

40 years of age will prefer old or classical songs, 

whereas people belonging to the 15-25 years old 

category will prefer pop or electronic songs. 

2. Gender: People belonging to different gender 

have a different taste in music. Article [17] states 

women prefer the piano, violin, and the flute 

while men prefer guitars, drums and the trumpet. 

Of course this is one aspect of a study and subject 

to debates. 

3. Music Knowledge: People who have been 

involved in music for some time and who have a 

decent knowledge of various genres and aspects 

related to music will be in a better position to 

judge the converted audio file. Such people can 

contribute to the project with constructive 

feedback. 

4. Rating of the system: Finally, we asked users for 

their ratings on the system. Average ratings were 

considered while creating this result. 

5. Comments: We asked people for their comments 

on the system, so we can understand the areas of 

improvement from user perspective. 

 

A total of 46 people gave their reviews about our 

system. To simplify the results, we divide the user base 

into 3 groups. Users with Less experience in music (those 

who rated themselves 1 or 2 on a 5 point scale), users 

with Decent experience in music (rated 3 on a 5 point 

scale) and Good experience in music (4 or 5 on a 5 point 

scale). 

Following results were noted: 
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Table 1. Result of survey 

 

From results we can conclude that people with good 

experience in music found the system satisfactory 

compared to people with less experience. Moreover, 

feedback obtained from users ranged from appreciation to 

comments about improving the output of the system. 

These comments provided us insights on the notable 

features of the system and areas of improvements. 

 

 

Fig.13. Rating by Users 

 

IV.  CONCLUSION  

Music Genre Conversion, a rather less worked and 

implemented field was discussed and method of 

implementation was introduced. It was noted that the use 

of spectrogram via STFT to convert the user given input 

file and another randomly selected file belonging to the 

genre of user’s choice provided a better result in terms of 

conversion. 

A formal survey of the conversion system was 

conducted where users were asked to review the system. 

The results noted and discussed in the paper. 

There is a lot of scope for development is the project. 

The alpha value mentioned in the implementation of the 

conversion section is currently static which limits the 

conversion system and some songs are not readily 

understood. As a part of our future work, we need to 

make the alpha value dynamic and conduct an extensive 

study of every genre to understand what alpha values 

suits what genre best. 
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Group Average Age Rating of Conversion 

System 

Less Music Experience 

(1/5 or 2/5) 

18-21 3.5/5 

Decent Music 

Experience (3/5) 

18-21 3.75/5 

Good Music 

Experience (4/5 or 5/5) 

18-21 4/5 
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