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Abstract—Malignant melanoma is the most dangerous 

kind of skin cancer. It is mostly misidentified as benign 

lesion. The chance of surviving melanoma disease is high 

if detected early. In recent years, deep convolutional 

neural networks have attracted great attention owing to its 

outstanding performance in recognizing and classifying 

images. This research work performs a comparative 

analysis of three different convolutional neural networks 

(CNN) trained on skin cancerous and non-cancerous 

images, namely: a custom 3-layer CNN, VGG-16 CNN, 

and Google Inception V3.  

Google Inception V3 achieved the best result, with 

training and test accuracy of 90% and 81% respectively 

and a sensitivity of 84%.  This work contribution is 

mainly in the development of an android application that 

uses Google Inception V3 model for early detection of 

skin cancer.  

 

Index Terms—Skin cancer, Convolutional Neural 

Networks, Medical Images, Android device. 

 

I.  INTRODUCTION 

Skin cancer is one of the most common cancer in the 

world. More than 3.5 million new cases occur annually in 

the US, and these numbers continue to rise [1]. Of the 

three most common types of skin cancer, melanoma is the 

deadliest, accounting for more than 75% of all skin-

cancer deaths [2]. The lethality of melanoma is directly 

dependent upon the stage of cancer at the time of 

diagnosis [3]. If diagnosed early, almost all skin cancer 

can be successfully treated. However, those with delayed 

diagnosis and advanced disease continue to have a grave 

prognosis [4]. 

There will be a demand for dermatologists, health 

workers, and primary care physicians (PCPs) in the near 

future, as a massive shortage of these professionals of 

more than 91,000 is expected by 2020 [5] and 12.9 

million by 2035 [6]. On the contrary, the number of 

mobile phone users in the world is expected to increase to 

4.78 billion [7] by 2020. 

 

 

Fig. 1. No of mobile phone users from 2015 to 2020 

There is need to develop intelligent mobile solutions to 

assist dermatologists and health professionals in early 

detection of this deadly disease and make better decisions 

about a patient’s health especially in low-income 

countries. Therefore, the objective of this paper is to 

develop and evaluate the use of CNN for early detection 

of skin cancer. 

 

II.  RELATED WORKS 

Some dermatologists have implemented the ABCDEs 

that explains the attributes of malignant lesions [8]. The 

ABCDEs is an abbreviation that stands for Asymmetric 
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shape, Border irregularities, Color, Diameter and 

Evolution over a period of time. However, these 

attributes can be misleading and not all melanoma fall 

within these parameters. Due to different factors, the 

results are sometimes unreliable. 

There has been a number of machine-learning based 

approaches employed in classifying skin diseases. These 

approaches include support vector machines to artificial 

neural networks. Recently, some studies [9, 10] have used 

the fine-tuned VGG 16 architecture but failed to integrate 

an end-user application. 

Lubax (Lubax Inc, CA, USA), [11, 12, 13] is one few 

systems working on mobile platforms for cancer 

detection. However, many of these systems only used the 

mobile device for capturing, storing and transmission of 

the skin lesion images to a remote server without 

performing any kind of computation locally on the 

mobile phone. For example, [12] and [13] capture images 

using the derma scope attached to the mobile device and 

send the images to the server for computer evaluation. 

This research work performs a comparative evaluation 

of three different CNN architectures and proposes a light-

weight skin lesion-detection android application running 

locally on the mobile phone. 

 

III.  METHODOLOGY 

A. Datasets 

The training data was acquired from the International 

Skin Imaging Collaboration (ISIC) archive [14]. Images 

in the archive were publicly made available by the 

melanoma project group to facilitate the application of 

digital skin imaging to reduce melanoma-related death 

rates. A balanced dataset of 2358 dermoscopic images 

was used that includes 1179 melanoma images and 1179 

benign images. The dataset was split into training and test 

data in a 70 to 30% ratio. The training data included 1758 

labeled images and the test data included 600 labeled 

images. 

Table 1. Class/ labels 

 Benign Malignant Total Images 

Training set 879 879 1758 

Test set 300 300 600 

 

The images were arranged in a well-defined directory 

containing the training and test folders. Each folder had 

sub-folders that represented both classes, benign and 

melanoma.  

B. Data augmentation  

It is expected that exposing the model to different 

variations of images would increase its learning outcome 

and make it generalize well. Therefore, we carried out a 

series of image transformations on the training data 

during training. These included rotations, horizontal 

flipping, vertical flipping, image zooming, and shearing. 

The transformation feature comes with keras library using 

the image data generator method. As a golden rule, the 

test data was not augmented in order to get the true 

performance of the models.  

 

 

Fig. 2. Image transformations 

C. Image Pre-processing 

Feature scaling is an important technique for machine 

learning algorithms. Gradient descent converges faster 

when it is applied. The range of pixel values for features 

of our input images varied largely, each pixel can fall 

anywhere in between 0 - 255. The dataset also contained 

few images with poor contrast. Min-max normalization 

was applied by dividing each pixel value by 255. After 

normalization, the pixel values were within the scale of 0 

and 1. Re-scaling also prevented potential issues caused 

by images with poor contrast. Finally, the images were 

resized to the expected size of 224x224 for each of the 

three architectures. 

 

 255/xx  . (1) 

 

Where X is a single pixel value 

D. Frameworks used 

Python is the core programming language used to 

develop this project and responsible for most of our 

scripting code. Keras is a simple, high-level neural 

networks library, written in python that works as a 

wrapper to either Tensorflow or Theano. It is a high-level 

API used to build and train deep learning models. It is 

known for its advantage for fast prototyping, advanced 

research, and production over its contemporaries. Hence, 

the reason why we chose the framework for this project. 

The CNN architectures were implemented using python 

and Keras with Google's Tensorflow as the backend. 

E. Environment setup 

All model training for this project was carried out on 

kaggle kernels. Kaggle offers free access to Nvidia K80 

GPUs in its kernels. This has 5x speed than running the 

same models on a CPU. Our keras deep learning 

framework leveraged this improved speed. However, its 

GPU instances can only run up to 6hours before timing 

out. Code development was done using Anaconda jupyter 

notebooks locally and trained on the kernel notebooks. 

The models are saved in keras .h5 file format which 

stores both the architecture and weights using the 

model_save function. 

F. Environment setup 

Transfer learning is a method in deep learning where a 

model developed for a task is reused as the starting point 
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for a model on another task. Due to the relatively small 

number of images of a skin lesion in our dataset, this 

method initializes a new model with weights from a 

model pre-trained on a larger dataset such as ImageNet 

[15]. The process is used for architectures that are 

computationally expensive to train like VGG16 and 

Inceptionv3. The underlying assumption behind transfer 

learning is that the pre-trained models have already 

learned features that are useful for the image 

classification task at hand.  

 

IV.  CNN ARCHITECTURES AND RESULTS 

This section details each network architecture, choice 

of optimizers, loss function, hyper-parameters, no of 

epochs, learning rate and model schema. 

A. 3-layer Convolutional Neural Network 

This is a custom CNN with 3 convolutional layers and 

2 fully connected layers. Each convolutional layer is 

followed by a max pooling layer with a pool size of 2 to 

provide invariance to shifts in position and improve 

generalization performance. We tried RMSprop as our 

optimizing function but discovered that the model was 

not learning. Accuracy juggled around 50%, no better 

than guessing randomly. The learning rule was changed 

to Adam optimizer and there was an improvement in 

performance. We applied dropout as a regularization 

technique to the fully connected layers to prevent over-

fitting and found the rectified linear unit (RELU) 

activation function to work best for this model.  Since we 

have two classes, our loss function is a binary cross 

entropy calculated as: 

 

 p))-y)log(1-(1+(ylog(p)- . (2) 

 

The architecture was initialized with random weights 

and trained for 20 epochs. After each epoch, the model 

learns new features and computes new weights using 

backpropagation.  The classifier achieved an accuracy of 

68% without performing data augmentation during 

training. With augmentation, accuracy improved to 72% 

in less than 10 epochs. There was no significant increase 

after the 10th epoch. However, it served as a baseline for 

comparison against the other two architectures. 

 

 

Fig. 3. 3-layer Convolutional Neural Network 

B. VGG 16 

The VGG16 network was invented by the visual 

geometry group from where its name was coined and was 

the winner at ILSVRC (ImageNet Large-Scale Visual 

Recognition Competition) 2014 localization task and 2nd 

best in the classification task. It is a very deep, 16-

convolutional-layer network with a uniform architecture. 

The model was originally trained on millions of images in 

a data store called ImageNet [15]. It uses only 3x3 same 

convolutions with an increasing number of filters. The 

architecture consists of 5 convolutional blocks (a total of 

13 convolutional layers) and a fully-connected classifier 

(a total of 3 fully-connected layers). Pooling layers are 

not counted as formal layers as they do not have trainable 

parameters or weight matrix. We instantiated the pre-

trained VGGNet from the 1st convolutional block up to 

the last and loaded its weights. We then pre-computed the 

bottleneck features since that is where most of the 

computation time is. Once we pre-computed them, the 

activation maps were used to train a small fully-

connected model on top of the bottleneck features. RELU 

was used as our activation function for the hidden layers 

and sigmoid at the output layer.   

 

Max(0，Z)                      RELU   (3) 

 

σ(X) = 1 (1 + 𝜀(−X))⁄        SIGMOID   (4) 

 

The trained top model was then added on top of the 

convolutional model in order to fine-tune the last 

convolutional block and our trained classifier. We 

compiled the final model using stochastic gradient 

descent (SGD) optimizer with a very slow learning rate of 

11e-4 and momentum of 0.9 in order not to ruin the pre-

trained weights. The model achieved an accuracy of 74% 

without data augmentation and 77% accuracy on 

augmented data after 50 epochs of training.  

 

 

Fig. 4. VGG16 architecture: source [16] 



24 Early Skin Cancer Detection Using Deep Convolutional Neural Networks on Mobile Smartphone  

Copyright © 2020 MECS                                        I.J. Information Engineering and Electronic Business, 2020, 2, 21-27 

C. Inception V3 

The first version of the inception network, Inception v1 

was created to solve the problem of variation in size and 

location of salient parts that are important in an image. 

With different filter sizes on the same level, it uses the 

trick of going “wider” rather than “deeper. GoogLeNet as 

it is called won the ILSVRC [15] 2014 classification 

challenge. The 3rd version, Inception v3 includes all the 

benefits of v1 and updates made in v2 in addition to label 

smoothing to prevent over-fitting, batch normalization in 

its auxiliary classifiers and factorized 7x7 convolutions to 

lessen the computational burden. We used the Inception 

V3 pre-trained model originally trained on the ImageNet 

dataset. The process of fine-tuning the network is mostly 

similar to VGG16 but with subtle differences. Unlike 

VGG16, it uses a functional API that offers more 

flexibility in building complex models with multiple 

inputs and outputs.  With the model instantiated, we 

added a global spatial average pooling layer, a fully-

connected layer (with RELU activation) and a logistic 

layer (with sigmoid activation) as the top model. This top 

model was compiled with RMSprop optimizer and 

trained for a few epochs. With the trained model, we 

could fine-tune convolutional layers from Inception v3. 

The model was recompiled for the changes to be affected, 

using SGD with a low learning rate of 1e-4 and 

momentum of 0.9. Finally, we trained the model once 

more, this time fine-tuning the top 2 inception blocks 

with the top fully connected layers. The model achieved 

76.5% accuracy on un-augmented data and showed 

significant improvement on augmented data. The best test 

accuracy increased to 81% after 50 epochs. 

 

 

Fig. 5. Inception v3 architecture: source [17] 

We carefully monitored the models during training to 

understand the behavior of each of them. Furthermore, 

they were evaluated using different metrics such as 

accuracy, loss, sensitivity, precision, receiver operating 

characteristics area under the curve (ROC AUC) score, 

and confusion matrix. 

Training and testing results for each model without 

data augmentation are shown in Tables 2 and 3. 

 

 

 

 

 

 

Table 2. Result of the training set 

 Loss Accuracy Sensitivity Precision 

3_CNN 0.10 96.50% 94.86 98.08 

VGG16 0.14 96.14% 94.42 97.78 

IV3 0.35 84.71% 81.57 87.04 

Table 3. Result of the test set 

 Loss Accuracy Sensitivity Precision 

3_CNN 2.38 67.50% 65.67 68.17 

VGG16 0.78 73.82% 76.01 72.84 

IV3 0.58 76.48% 72.00 78.97 

 

Training and testing results for each model with data 

augmentation are shown in Tables 4 and 5. 

Table 4. Result of the training set 

 Loss Accuracy Sensitivity Precision 

3_CNN 0.37 83.57 73.71 91.81 

VGG16 0.25 86.50% 86.03 86.92 

IV3 0.23 90.00% 89.51 90.30 

Table 5. Result of the test set 

 Loss Accuracy Sensitivity Precision 

3_CNN 0.94 71.17 67.67 72.76 

VGG16 0.75 76.67% 78.00 75.97 

IV3 0.49 81.00% 84.33 79.06 

 

The VGG16 model achieved 96% accuracy during 

training and correctly identified unseen melanoma images 

(sensitivity) in the test data 76% of the time. However, 

with more data, Inception v3 produced the lowest 

generalization error (loss) of 0.49, highest sensitivity of 

84.33 and best test accuracy of 81%. Also, the results 

show that more data influenced learning outcomes 

positively and data augmentation improved generalization 

performance for all models. 

 

 

Fig. 6. 3_CNN Confusion Matrices 
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The Figures 6 - 8 are the confusion matrices generated 

by the three models on the test data with False Negatives 

descending with each model. Each confusion box 

contains the true negatives (left top), false positives (right 

top), false negatives (left bottom) and true positives (right 

bottom). 

 

 

Fig. 7. VGG16 Confusion Matrices 

 

Fig. 8. Inceptionv3 Confusion Matrices 

Figures 9 – 11 are the receiver operating characteristics 

area under curve (ROC AUC) generated by the three 

models. A perfect classifier has AUC = 1 and a random 

classifier has AUC = 0.5. 

 

 

Fig. 9. 3CNN ROC  

 

Fig. 10. VGG16 ROC  

 

Fig. 11. Inceptionv3 ROC 

Inception v3 had the lowest minimal loss, highest 

sensitivity and best test accuracy. In the medical domain, 

sensitivity is considered an important metric. Sensitivity 

is the percentage of true positives (melanoma cases) that 

are correctly identified. Based on this domain knowledge, 

Inception v3 outperforms its counterparts with a 

sensitivity of 84%. 

 

V.  MODEL DEPLOYMENT TO MOBILE APPLICATION 

A. Converting Keras model to Tensorflow model  

The Google Inception V3 model in keras format with 

its structure is converted to a ready-for-inference 

tensorflow (TF) model with the keras_to_tensorflow 

converter [18]. This is a possibility since Keras is only a 

wrapper to TF. This tool converts all TF variables to TF 

constants and saves the inference graph and weights into 

a binary protobuf (.pb) file. The resultant sensor flow 

model holds both the model architecture and its 

associated weights. 

 

 

Fig. 12. Mobile application classifying a dangerous skin lesion as 

malignant 

B. Adding TFmodel to android  

Deploying TFmodel to mobile can be done in two 

ways, using TensorFlow Mobile or TensorFlow Lite. 

TFlite is the official solution for running machine 

learning models on mobile and embedded devices. It 

enables on-device machine learning inference with low 

latency and a small binary size on Android, iOS, and 

other operating systems [18].  However, it is still in 
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developer preview and does not support all operations of 

tensorflow yet. On the other hand, Tensorflow mobile is 

more stable and has more support functionality. Using the 

latest version of Android studio, TFmobile was added as 

a dependency in the gradle file before being synchronized. 

The converted model.pb and our defined class labels were 

also added to the assets directory. Prediction is run on a 

background thread to avoid running out of memory. The 

application loads an image to be predicted from the file 

system performs prediction and displays the predicted 

classes with their confidence scores. 

Illuminations, occlusions and image distortions remain 

core challenges in computer vision. Pictures with heavy 

distortions and large variations in lightning can mislead 

the classifier. It is beneficial that images to be fed into the 

mobile application are well-taken. 

 

VI.  CONCLUSION 

In this paper, we built a two-class classifier that 

predicts whether an unseen image of a skin lesion is 

melanoma or benign using different methods. Of the three 

models implemented, Google Inception V3 achieved 81% 

accuracy and 84.33% sensitivity.  With these high scores, 

deploying CNN with Google Inception V3 will 

complement the efforts of dermatologists and PCPs when 

diagnosing skin lesions.  Future work could include 

further fine-tuning of the Google Inception V3 network to 

obtain improved performance metrics and also 

augmenting with diverse skin cancer dataset. 
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