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Abstract— In this art icle, we would like to revisit and 
comment on the definit ion of complementation of fuzzy 
sets and also on some of the theories and formulas 
associated with this. Furthermore, the existing 
probability-possibility consistency principles are also 
revisited and related results are v iewed  from the 
standpoint of the Randomness-Fuzziness consistency 
principles. It is found that the existing definition of 
complementation as well as the probability –  possibility 
consistency principles is not well defined. Consequently 
the results obtained from these would be inappropriate 
from our standpoints.  Hence we would like to suggest 
some new defin itions for some of the terms often used 
in the theory of fuzzy sets whenever possible. 
 
Index Terms— Reference Function, Membership Value, 
The Randomness-Fuzziness Consistency Principles  
 

I. Introduction 

In most cases of our life, data obtained for decision 
making are only appropriate. Zadeh [1] introduced the 
concept of fuzzy set theory to meet those problems. The 
fuzziness can be represented in different ways; one of 
the most useful representations is the membership 
function. Fuzzy set theory generalizes the conventional 
set theory; therefore it is considered that its axiomat ic 
foundation is unavoidably difficult from that of classical 
set theory. More specifically, it has to violate the two 
fundamental laws of Boolean algebra- the law of 
contradiction cA A =∅

 and the law of excluded 
middle cA A = Ω

. In  other words, it is possible for an 
element to partially belong to both a fuzzy set and set’s 
complement. The reason behind such a claim can be 
contributed to the fact that the complement  of the 
fuzzy set a is defined by the membership function 
 

( ) 1 ( ),c
A Ax x xµ µ= − ∀ ∈Ω                                (1) 

 
This definition of complementation of fuzzy set has 

numerous applications. Various theories have been 
developed all o f which  cannot be covered in this art icle. 
Here for illustration purposes, we would name a few. 
These are cardinality, entropy, subsethood theorem and 
also in the case of fuzzy matrices. Similarly, we have 
found some drawbacks in the results obtained by 

various researchers working in  the field  of probability- 
possibility consistency. 
 

The main purpose of this article is to convey that the 
aforementioned way of representing the complement of 
fuzzy sets as well as the consistency principles 
established so far can never g ive us the desired result. It 
seems that the existing definitions were not proposed 
within appropriate mathematical frameworks. In most 
cases of practical significance, it is desirable to consider 
an additional requirement for defining fuzzy 
complement to make it logical. Th is realization led 
Baruah ([2]-[8]) , to propose that the most desirable 
requirement in defining the correct complementation is 
the use of reference function and also the existence of 
two laws of randomness is required to define a law of 
fuzziness.  
 

The rest of the paper has been organized as follows: 
Section II deals with the defin ition of complementation 
of fuzzy sets based on reference function. Section III 
provides some results of fuzzy  sets and some new 
results are introduced on the basis of reference function. 
Section IV g ives results found by the use of the existing 
probability-possibility consistency principles. Sect ion V 
provides the Randomness-Fuzziness Consistency 
principle and its uses in finding the entropy of fuzzy 
numbers. Finally, Section VI deals with our conclusions. 
 

Before embarking n deeper study on various 
aforementioned theories of fuzzy  sets, let us reflect  a 
litt le on the new definition of fuzzy sets put forward by 
Baruah. Th is can be described as follows: 
 

II. Baruah’s Definition of Complementation of 
Fuzzy Sets 

Baruah ([4], [5]) defined complement of a fuzzy set 
with the help of two  functions: a membership function 
and a reference function. The differene between  the two 
gives the membership value which plays a central ro le 
in defin ing fuzzy sets especially the complementation of 
fuzzy sets.  
 

In accordance with the process discussed above, a 
fuzzy set defined by 
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{ , ( ), }A x x xµ= ∈Ω                                             (2) 
 

would be defined in this way as 
 

{ , ( ),0, }A x x xµ= ∈Ω                                        (3) 
 
So that the complement would become 
 

{ ,1, ( ), }cA x x xµ= ∈Ω                                       (4) 
 
This definition of complementation of fuzzy sets 

leads us to conclude that unlike crisp sets fuzzy sets 
also obey excluded middle laws. 
 

Symbolically these can be expressed as 
 

cA A =∅  
and  

 
cA A = Ω                                                             (5) 

 
It is important to mention here that the new definit ion 

of complementation does satisfy almost all the 
properties of fuzzy sets except the two most debatable 
laws. As we see that the new definit ion performs 
precisely as the corresponding operation on crisp sets, it 
in fact challenges the most sacred elements of the 
foundation- fuzzy sets violate the excluded middle laws, 
which has ben taken for granted from the inception of 
the theory and viewed as inviolable. 
 

Application of the existing defin ition of fuzzy sets is 
quite extensive particularly  in  those endeavours 
concerned with cardinality, entropy, subsethood as well 
as fuzzy matrices. The motivation for the application of 
the new definit ion lies in the need to handle some 
illogical conclusions. 
 

So in th is article, we would like to focus our attention 
to some of the theories of fuzzy sets with special 
reference to the cardinality, entropy, subsethood and 
fuzzy matrices. Let  us have a brief look at these in the 
following sections. 
 

III. Some Results of Fuzzy Sets 

This section deals with some existing definitions and 
theories of fuzzy sets and their new defin itions 
proposed which are in accordance with the theories 
developed by Baruah as the case may be. 

 
3.1 Cardinality of Fuzzy Sets 

In fuzzy set theory, we can see the use of the term 
cardinality which is most commonly used concept in 
many areas. Cardinality belongs to most important and 
elementary characteristics of a set. The cardinality of a 

crisp set is the number of elements in the set. Using 
fuzzy sets which  are many-valued generalization  of sets, 
one likes to have for them analogus characteristics. The 
concept of cardinality of fuzzy sets received a lot of 
attention from the researchers from the beginning of 
fuzzy set theory. Since an  element can part ially belong 
to a fuzzy set, a natural generalization of the classical 
notion of cardinality is to weigh each element by its 
membership degree, which g ives us the following 
formula for card inality of a fuzzy set. There are several 
approaches to the cardinality of fuzzy sets. One group 
of them had constructive approaches. Following these 
approaches, we get a single number or alternatively  a 
fuzzy set as cardinality of fuzzy set. The first concept of 
this kind was proposed and discussed in De Luca and 
Termini [9]. In many applications, one prefers a simple 
scalar approximation of cardinality of a fuzzy set. 
Scalar cardinality of a fuzzy set is the sum of the 
membership values of all elements of the fuzzy set. In 
similar way fuzzy cardinalit ies of a fuzzy set that 
associate to any fuzzy set, a convex fuzzy natural 
number. But fuzzy card inality of fuzzy sets is beyond 
the scope of this article. The scalar cardinality of a 
fuzzy set A is defined as follows: 

 
( ),A iA x xµ= ∈Ω∑  

 
this A  is called the sigma- count of A. 
 

It is important to mention here that since we would 
like to define fuzzy sets with the help of two functions 
such as fuzzy  membership function and fuzzy 
membership value. In parallel with what had been done 
for cardinalities of fuzzy sets, we shall define the 
cardinality of a fuzzy set A as: 

 

2 1

( )

{ ( ) ( )},

A card A

x x xµ µ

=

= − ∈Ω∑                         (6) 

 
It can be easily seen that this new defin ition of 

cardinality satisfy the properties which were set for the 
existing defin ition, Dhar [10].  

 
3.2 Entropy of Fuzzy Numbers 

Fuzzy entropy is the measurement of fuzziness of 
fuzzy sets, and thus has an important position in fuzzy 
systems such as fuzzy decision making systems, fuzzy 
control systems, fuzzy neural network systems, and 
fuzzy management information systems. 
 

Kosko ([11], [12]) has defined the entropy of a fuzzy  
set A as: 

 

( )
c

c

A A
E A

A A
=





                                                   (7)



24 Theory of Fuzzy Sets: An Overview  

Copyright © 2013 MECS                                        I.J . In formation Engineering and Electronic Business, 2013, 3, 22-33 

where cA A and cA A denote the cardinalities  

of the sets cA A  and cA A   
 

And it is important to note here that the cardinality is 
defined in the fo llowing way: 
 

( ),A iA x xµ= ∈Ω∑  
 

De Luca and Termin i [6] suggested as a measure of 
fuzziness the “entropy” of a fuzzy set, which  they 
defined as follows: 
 

The entropy as a measure of fuzzy set 
{ , ( ), }AA x x xµ= ∈Ω  is defined as  

 

( ) ( ) ( )cD A H A H A= +                                         (8) 
 

1
( ) ( ) ( )

n

A i A i
j

H A K x In xµ µ
=

= − ∑                           (9) 

 
Where n is the number of elements in the support of 

A and K is a positive constant. 
 

Yager [13] argued that the measure of fuzziness 
should be dependent on the relationship between the 
fuzzy set A and its complement cA  .Then he suggested 
that the measure of fuzziness should be defined as the 
lack of distinction between a and its complement   cA   .  
Yager defined a measure of fuzziness of A in the 
following manner: 
 

( , )
( ) 1

sup ( )

c
p

p

D A A
f A

p A
= −                                      (10) 

 
Where  

1

1
( , ) [ ( ) ( )]c

n
c p

p A i iA
i

D A A x xµ µ
=

= −∑              (11) 

 
where cA  stands for the complement of the set A.  
 

Indeed there are plenty of more papers which 
discussed fuzziness of a fuzzy set. These measures 
differ from each other in their meaningful 
interpretations, generality and their computational 
complexity. But it is important to mention here that 
these definit ions were derived on the concept of 
Zadeh’s definition of complementation of fuzzy sets. 
Furthermore, it is important to mention here that 
aforementioned definitions of entropies have wide 
applicability. For example, Hwang and Yang [14] 
derived a new definit ion of entropy of fuzzy sets which 
is based on Yager’s entropy. Again with the help of 
Kosko’s entropy and Yager’s entropy, Polit [15], 

defined separation index of fuzzy sets. On the other 
hand, Hegalson and Jobe [16] found fuzzy  entropy 
measures for similarity and symmetry through fuzzy 
entropy theorem of Kosko. These works have been 
discarded on the basis of the new definition of 
complementation in our previous works, Dhar ([17]) 
[18] & [19]). 
 
3.3 Cartesian Product of Two Fuzzy Sets 

Let  1 2, ,........., nA A A  be fuzzy  sets in 

1 2, ,........., nΩ Ω Ω  respectively. The cartesian 

product of 1 2, ,........., nA A A  is fuzzy set in the space 

1 2 ......... nΩ ×Ω × ×Ω  with membership function as: 
 

1 2

1

......... 1 2

1 2

( , ,........, )

min( ( ), ( ),......, ( ))
nA A A n

A A A

x x x

x x x

µ

µ µ µ
× × ×

=
 

 
So, the cartesian product of 1 2, ,........., nA A A is 

denoted by  
 

1 2 ......... nA A A× × ×  
 
3.4 New definition of Cartesian Product of Fuzzy 
Sets 

Let  1 2, ,........., nA A A be fuzzy sets defined in  terms 

of reference function in 1 2, ,........., nΩ Ω Ω  
respectively. The cartesian product of  

1 2, ,........., nA A A is fuzzy set in  the space 

1 2 ......... nΩ ×Ω × ×Ω  which  would  have to be 
defined with membership function as: 
 

1 2 ......... 1 2

1 2

1 2

( , ,........, )

min( ( ), ( ),......, ( )),
max( ( ), ( ),......, ( )}

nA A A n

A A A n

A A A n

x x x

x x x
x x x

µ

µ µ µ
µ µ µ

× × ×

=
′ ′ ′

             (12) 

 
Where 1 2( ), ( ),......, ( )A A A nx x xµ µ µ′ ′ ′  are the 

reference functions of the fuzzy sets 1 2, ,........., nA A A  
 
We would like to discuss it in the following way  
 
Let us consider two fuzzy sets expressed according to 

the new definit ion as  
 

{ , ( ), ( )}i A i A iA u u uµ µ ′=  
and 

{ , ( ), ( )}i B i B iB v v vµ µ ′=  
 

Then their cartesian product would be presented as 
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( )

1 1

2 2

1 1 2 2

( ( ), ( ))
( ( ), ( )
.

( ), ( )) ( ( ), ( ))... ( ( ), ( )
.
.
( ( ), ( ))

A A

A A

B B B B B n B n

A n A n

A B
u u
u u

v v v v v v

u u

µ µ
µ µ

µ µ µ µ µ µ

µ µ

′

′

′ ′ ′

′

× =

 
 
 
 

× 
 
 
  
 

 

 
 
For usual fuzzy sets we are to consider 

 

1( )A uµ ′ = 2( )A uµ ′ =……………..= ( )A nuµ ′ =0 

and also 

1( )B vµ ′ = 2( )B vµ ′ =……………..= ( )B nvµ ′ =0 

 
3.5 Fuzzy Matrices  

It is well known that the matrix formulation of a 
mathematical formulae gives extra advantage to 
handle/study the problem.When the problems are not 
solved by classical matrices, the concept of fuzzy 
matrices are used. Matrices with entries in [0, 1] and 
matrix operation defined by fuzzy logical operations are 
called fuzzy matrices. All fuzzy matrices are matrices 
but every matrix is not a  fuzzy matrix. Fuzzy matrices 
were introduced first time by Thomson who discussed 
the convergence of powers of fuzzy  matrices. Fuzzy 
matrix has been proposed to represent fuzzy relation in 
a system based on fuzzy set theory. Just as a classical 
relation can be viewed  as a set, fuzzy  relation can also 
be viewed as a fuzzy subset.  
 

In this article, we would like to suggest a fuzzy  
matrix representation based on reference function. 
Furthermore, new defin itions for t race of a fuzzy  matrix, 
determinant and adjoint of fuzzy matrices along with 
some properties associated with this definition is also 
suggested .It is important to mention here the fact that 
we would discuss about these in brief as these have 
been discussed in more details in our previous work 
(see for example Dhar ([20]). Let us have the following 
few lines as support of the statement. 
 

Accordingly, for the a square fuzzy matrix o f order 3 
 

1 1 1

2 2 2

3 3 3

a b c
B a b c

a b c

 
 =  
 
 

 

 
 
 

would be represented as in the following way according 
to Dhar [27] 

1 1 1

2 2 2

3 3 3

( ,0) ( ,0) ( ,0)
( ,0) ( ,0) ( ,0)
( ,0) ( ,0) ( ,0)

a b c
B a b c

a b c

 
 =  
 
 

 

 
And then the complement of the above matrix will be 

written as 
 

1 1 1

2 2 2

3 3 3

(1, ) (1, ) (1, )
(1, ) (1, ) (1, )
(1, ) (1, ) (1, )

c

a b c
B a b c

a b c

 
 =  
 
 

 

 
3.6 Trans pose of a Matrix 

Let [( ,0)]ijA a=  be any fuzzy matrix. Then the 

m n× matrix obtained from A  by changing its rows 
into columns and columns into rows is called the 
transpose of A and is denoted by the symbol A′ . 
 

Symbolically, if 
 

[( ,0)]ijA a=  
 

Then [( ,0)]jiB b=  where ji ijb a=  
 
That is (j, i) th element of A′  is equal to the (i, j) th 

element of A. 

If A′  and B′  be the transposes of A and b 
respectively, then the following properties hold 

(i) ( )A A′ ′ =  

(ii) ( )A B A B′ ′ ′+ = + , A and B being of the same 
size. 

(iii) ( )A B B A′ ′ ′• = • , A and B being conformable 
for multiplications. 
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Proof 
 

(i) Let A be a m n×  matrix. Then A′  will be a 
n m×  matrix. Therefore ( )A′ ′  will be a m n× matrix. 
Thus the matrices A and ( )A′ ′  are of the same type. 

Also (i, j) th element of ( )A′ ′  

= (j, i) th element of A′  
= (i, j)th element of A 

Hence ( )A A′ ′ =  
 

Let us consider the following example 
 

(0.1,0) (0.7,0) (0.5,0)
(0.2,0) (0.8,0) (0.7,0)
(0.5,0) (0.3,0) (0.2,0)

A
 
 =  
 
   

 
Then 

(0.1,0) (0.2,0) (0.5,0)
(0.7,0) (0.8,0) (0.3,0)
(0.5,0) (0.7,0) (0.2,0)

A
 
 ′ =  
 
   

 
Therefore 

(0.1,0) (0.7,0) (0.5,0)
( ) (0.2,0) (0.8,0) (0.7,0)

(0.5,0) (0.3,0) (0.2,0)
A

 
 ′ ′ =  
 
   

 
This shows that 

( )A A′ ′ =  
 

(ii) Let [( ,0)]ijA a=  and [( ,0)]ijB b= . Then 
A+B will be a matrix of the type m n×  and 
consequently ( )A B ′+  will be a matrix of the 
type n m× . 

Again A′  and B′  are both of n m× matrices. 
Therefore sum A B′ ′+  exists and will also be of 
matrix of the type n m×  

 
Further (i, j) th element of ( )A B ′+  

= (i, j) th element of A+B 

= {max ( ija , ijb ), min  (0, 0)} 

= (j, i)th element of A′+ (j,i)th element of B′  
= (j, i)th element of A B′ ′+  

 
 
 

Thus the matrices ( )A B ′+  and A B′ ′+  are of the 
same type and their (j, i)th elements are equal. 
 

Hence  
( )A B A B′ ′ ′+ = +  

 
Let us consider the following numerical example to 

make the matter clear. 
 

Let us consider two matrices A and B as fo llows 
 

(0.1,0) (0.7,0) (0.5,0)
(0.2,0) (0.8,0) (0.7,0)
(0.5,0) (0.3,0) (0.2,0)

A
 
 =  
 
   

 

and        

(0.1,0) (0.3,0) (0.5,0)
(0.2,0) (0.4,0) (0.7,0)
(0.5,0) (0.3,0) (0.2,0)

B
 
 =  
 
   

 
Then we have 

 
(0.1,0) (0.7,0) (0.5,0)
(0.2,0) (0.8,0) (0.7,0)
(0.5,0) (0.3,0) (0.7,0)

A B
 
 + =  
 
   

 

(0.1,0) (0.2,0) (0.5,0)
( ) (0.7,0) (0.8,0) (0.3,0)

(0.5,0) (0.7,0) (0.7,0)
A B

 
 ′+ =  
 
   

 
Again we have 
 

(0.1,0) (0.2,0) (0.5,0)
(0.7,0) (0.8,0) (0.3,0)
(0.5,0) (0.7,0) (0.2,0)

A
 
 ′ =  
 
 

 

 

and      

(0.1,0) (0.2,0) (0.5,0)
(0.7,0) (0.4,0) (0.3,0)
(0.5,0) (0.7,0) (0.2,0)

B
 
 ′ =  
 
   

 

(0.1,0) (0.2,0) (0.5,0)
(0.7,0) (0.8,0) (0.3,0)
(0.5,0) (0.7,0) (0.2,0)

A B
 
 ′ ′+ =  
 
   
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Hene we get  
 

( )A B A B′ ′ ′+ = +  
 

If we consider the complement of the above fuzzy 
matrices, we get 
 

( ) ( ) ( )c c c cA B A B′ ′ ′+ = +  
 

(1,0.1) (1,0.7) (1,0.5)
(1,0.2) (1,0.8) (1,0.7)
(1,0.5) (1,0.3) (1,0.2)

cA
 
 =  
 
 

 

 

and 

(1,0.1) (1,0.3) (1,0.5)
(1,0.2) (1,0.4) (1,0.7)
(1,0.5) (1,0.3) (1,0.2)

cB
 
 =  
 
 

 

 
(1,0.1) (1,0.3) (1,0.5)
(1,0.2) (1,0.4) (1,0.7)
(1,0.5) (1,0.3) (1,0.2)

c cA B
 
 + =  
 
 

 

 
(1,0.1) (1,0.2) (1,0.5)

( ) (1,0.3) (1,0.4) (1,0.3)
(1,0.5) (1,0.7) (1,0.2)

c cA B
 
 ′+ =  
 
 

 

 
Again 

(1,0.1) (1,0.2) (1,0.5)
( ) (1,0.7) (1,0.8) (1,0.3)

(1,0.5) (1,0.7) (1,0.2)

cA
 
 ′ =  
 
 

 

 
and 

(1,0.1) (1,0.2) (1,0.5)
( ) (1,0.3) (1,0.4) (1,0.3)

(1,0.5) (1,0.7) (1,0.2)

cB
 
 ′ =  
 
 

 

 
Therefore 

(1,0.1) (1,0.2) (1,0.5)
( ) ( ) (1,0.3) (1,0.4) (1,0.3)

(1,0.5) (1,0.7) (1,0.2)

c cA B
 
 ′ ′+ =  
 
 

 

 
Hence we get  

 
( ) ( ) ( )c c c cA B A B′ ′ ′+ = +  

 
(iii) Let us consider two fuzzy matrices as  

(0.1,0) (0.2,0)
(0.5,0) (0.3,0)

A  
=  
 

 

 

and 
((0.1,0) (0.9,0) (0.3,0)
(0.4,0) (0.6,0) (0.1,0)

B  
=  
 

 

 
Then by the process of matrix multip licat ion we get  
 

((0.2,0) (0.2,0) (0.1,0)
(0.3,0) (0.5,0) (0.3,0)

AB  
=  
 

 

 
And thus 

 

(0.2,0) (0.3,0)
( ) (0.2,0) (0.5,0)

(0.1,0) (0.3,0)
AB

 
 ′ =  
 
 

 

 
Again 

(0.1,0) (0.4,0)
(0.9,0) (0.6,0)
(0.3,0) (0.1,0)

B
 
 ′ =  
 
 

 

 

and 
(0.1,0) (0.5,0)
(0.2,0) (0.3,0)

A  ′ =  
 

 

 
Therefore 
 

(0.2,0) (0.3,0)
(0.2,0) (0.5,0)
(0.1,0) (0.3,0)

B A
 
 ′ ′ =  
 
 

 

 
Hence we have 

 
( )AB B A′ ′ ′=  

 
Similarly if we consider the complement of fuzzy  

matrices which are conformable for multip licat ion then 
we get 

 
( ) ( ) ( )c c c cA B B A′ ′ ′=  

 
3.7 Trace of a Fuzzy Matrix 

The trace of a fuzzy matrix is defined as 
 

Let A  be a square matrix of order n. Then the trace of 
the matrix A is denoted by tr A and is defined as  
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(max , min )ii iitrA rµ=  
 

where iiµ  stands for the membership functions lying 

along the principal diagonal and iir  refers to the refence 
function of the corresponding membership functions. 
 

The following properties can be easily verified  
 

Let A and B be two fuzzy square matrices each of 
order n and λ   be any scalar such that  
 

0 1λ≤ ≤  
 

Then  

(i) tr (A+B) = trA+tr B 

(ii) tr ( ) ( )A tr Aλ λ=   

(iii)tr A= tr 'A , where 'A  is the transpose of A. 

 

IV. Probability-Possibility Consistency Principle 

Possibility theory is mathemat ical theory dealing 
with certain types of uncertainty and is considered as an 
alternative to probability theory. The conversion 
problem between probability and possibility has its 
roots in the probability possibility consistency principle 
of Zadeh [21] that was introduced in the paper founding 
possibility theory. But Zadeh himself was not satisfied 
with h is own princip le. Later it  is seen that Klir [22] 
was not being satified with the Zadehian way of 
defining consistency, develpoed another princip le. After 
Zadeh and Klir, Dubious and Prade [23] further 
contributed to the development of possibility theory. 
But these principles can be crit icized for many reasons 
(see for example Baruah ([3] & [5]). It can be found in 
the literature references that the researchers working in 
this field have developed various other princip les on the 
basis of one or another aforementioned principle. But 
due to the same resons, those works are also being 
discarded, Dhar ([24]-[28]) 
 

Mouchaweb, Bouguelid, Biillaudel, RIERA [29], 
proposed a transformation from probability to 
possibility which they named as Variab le 
transformation.This transformation is different from 
those proposed by Zadeh, Klir and Dubois-Prade and it 
was expressed as follows: 
 

( )1

1

ik p

i
i

p
p

π
−

 
=  
 

 

 
Where k is a constant which gurantee the following 

condition of consistency: 

( ) ( ):w X w p wπ∀ ∈ ≥  

This condition is a particular case of Dubious- Prade 
consistency princip le but there is a  condition that the 
value of ‘k’ must belong to the following interval: 

 

( )
1

log0
1 log

n

n
n

pk pp
p

≤ ≤
− ⋅

 

 
It was mentioned by them that this above mentioned 

transformation is different from Klir’s transformation in 
the sense that Klir’s transformation has a constant 
power  which belongs to the open interval ] [0,1  while 

the power (1 )ik p− in variable transformation , is a 
variable to make it more specific. But this 
transformation was discarded due the same reason, 
Dhar ([33]-[38]) 
 

Yager’s probability- possibility transformation is as 
follows: 
 

Assume P is a probability distribution on 

1 2{ , ,........, }nX x x x= where 1 2 ........ np p p≥ ≥ ≥ . 
The elements has been indexed in  descending order of 
their probabilities.They then associated with these 
probability distributions a possibility distribution on X 
such that ju  is the possibility of  jx  where n nu np=  

and  
 

( )1 1j j j ju j p p u− += − +  

 

It was mentioned that using the formula stated above 
he trasformation from probability distribution to 
possibility distributionwas derived. 

 
Similarly assuming 1 2 ........ nu u u≥ ≥ ≥  as a 

normal p robability distribution on X with  1 1u =  , they 
obtained an associated probability distribution on X 
where, 
 

n
n

up
n

= and 1
1

j j
j j

u u
p p

j
+

+

−
= +  

 

This transformation was discarded for the 
aforementioned reasons, Dhar ([24]-[28]). 
 

It is for this reason; we would like to suggest the 
Randomness- Fuzziness consisyency principle 
introduced by Baruah [3]. Let  us have a look at it in 
brief in the fo llowing section. 
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V. Randomness-Fuzziness Consistency Principles 

Baruah [3] introduced a framework for reasoning 
with the link between probability – possibility. The 
developoment of this princip le focused main ly on the 
existence of two laws of randomness which are required 
to define a law of fuzziness. In other words , not one but 
two laws of fuzziness is required to define a law of 
randomness on two disjoint spaces which in  turn can 
construct a fuzzy membership function. Fundamental to 
this approach is the idea that possibility distribution can 
be viewed as a combination of two distributions of 
which one is a p robability distribution and the other is a 
complementary probability d istribution.  
 

The consistency principle introduced in the manner 
can be exp lained mathematically in the fo llowing form: 
 

For a normal fuzzy number of the type N = [α, β, γ] 
with membership function  
 

μ
N
(x) = Ψ1(x), if α ≤ x ≤ β, 

         = Ψ2(x), if β ≤ x ≤ γ, 

and   = 0, otherwise,  

with  Ψ1
 
(α) = Ψ2 (γ) = 0, 

Ψ1
 
(β) = Ψ2

 
(β) = 1, 

 
the partial presence of a value x of the variable X in the 
interval [α, γ] is expressible as 
 

μ
N
(x) = θ Prob [α ≤ X ≤ x] 

 + (1 – θ) {1 – Prob [β ≤ X ≤ x]},                  (9) 
 
where θ=1 if α ≤ x ≤ β  and  θ=0 if β ≤ x ≤ γ   
 

Thus from the above principle, it can be seen that a 
possibility space can be seen as a combination of two 
probability spaces, one to the left o f maximum 
membership function and the other to the right of the 
membership function.  
 

This principle p lays a key role in defining entropy of 
fuzzy sets in the following manner: 
 
5.1 New Definition of Entropy of Fuzzy Numbers 

Baruah [3], p roposed that the existence of two laws 
of randomness is required to define a law of 
fuzziness.In other words, not one but two distributions 
with reference to two laws of randomness defined on 
two disjoint spaces can construct a fuzzy  membership 
function. 
 

Keeping in view of the orig inal defin ition of 
Shannon’s entropy which is defined as: 

 

( ) i i
i

H p p Inp= −∑  i =1, 2, …..,n.                    (15) 

 
where 1 2, ,......., np p p  denotes the probabilities of n 
events, fuzzy entropy too can be defined by using the 
Randomness-Fuzziness Consistency Principle defined 
by Baruah [21] 
 

Accordingly, the left reference function of a normal 
fuzzy number which is nothing but a distribution 
function, would lead to entropy 1E . In a similar manner, 
the right reference function of the normal fuzzy number, 
which is nothing but a complementary distribution 
function, would lead to another entropy 2E .The pair 

1 2[ , ]E E  found can rightly be called fuzzy entropy in 
the classical sense of defining Shannon’s entropy for a 
discrete law of randomness. Discretizing a law of 
randomness for a continuous variable should not be of 
much problem, which in turn can  be used to define 
fuzzy entropy 1 2[ , ]E E , where 1E and 2E  are 
Shannon’s entropies for the left  reference function and 
right reference function respectively. This was 
discussed in more details in Dhar [30]. Some properties 
of fuzzy entropy which are the results of the new 
definit ion of entropy of fuzzy sets, Dhar [31] are listed 
below: 
 

A triangular fuzzy number A= [a, b, c] expressed by 
the membership function  
 

,

( ) ,

0,

A

x a a x b
b a
x cx b x c
b c

otherwise

µ

− ≤ ≤ −
−= ≤ ≤ −


  

 
The left reference function x a

b a
−
−

 being a d istribution 

function would give rise to entropy 
1E  and the right 

reference function x c
b c
−
−

, which is a complementary 

distribution function would give rise to an entropy
2E . 

Thus we shall get a pair of entropy for a fuzzy number 
with one maximum. 
 

But for a trapezoidal fuzzy number which is 
expressed in the form A= (a, b, c , d) 
 

A trapezoidal fuzzy number A is defined by the 
membership function  
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,

1,
( )

,

0,

A

x a a x b
b a

b x c
x

x d c x d
c d

otherwise

µ

− ≤ ≤ −
≤ ≤=  − ≤ ≤

 −

  

 
It can be seen very easily that for the part lying in   

b x c≤ ≤  , the membership function is equal to  1 for 
this interval and this is a case of uniform d istribution.  
 

So here the probability density function is equal to 
1

c b−
and this shows that the probability ly ing in this 

part is 1 1
c

b c b
=

−∫  

 
This can be expressed in the way that for the part 

lying in the interval b x c≤ ≤ , the probability is equal 
to 1 and hence from Shannon’s entropy formula we get 
the entropy of the interval of unit p resence obtained 
from the Shannon’s index as 
 

( ) ( )

( )1 1
0

i i
i

H p p In p

In

= −

= −

=

∑
 

 
Hence it can be said that in b x c≤ ≤ , we shall get 

no entropy. Thus the entropy of trapezoidal fuzzy 
number can be expressed in the form 1 2( ,0, )E E .  
 

Some propert ies of entropy of triangular fuzzy  
numbers and trapezoidal fuzzy numbers are observed 
due to the use of the new definition of entropy of fuzzy 
sets, Dhar [24] which are listed below: 
 

5.2 Properties of Entropy of Fuzzy Numbers 

5.2.1 Property1 

Entropy of all triangular fuzzy numbers is the same 
for the same choice o f the length of the interval. 

 
5.2.2 Property2 

The image of a t riangular fuzzy number is again a 
triangular fuzzy number and hence the entropy of a 
triangular fuzzy number and its image are the same. 

 
5.2.3 Property3 

Entropy of the sum of two fuzzy  numbers A+B is the 
same as that of the numbers A and B fo r the same 
choice of intervals. 

5.2.4 Property4 

The entropy of the d ifference of two  fuzzy numbers 
A and B is the same as that of the individual entropies 
of the fuzzy numbers A and B. 

 
5.2.5 Property5 

The result from mult iplication or div ision is not 
triangular fuzzy  numbers and so the entropies obtained 
from multip licat ion or division will not be same as that 
of the individual entropies of the two triangular fuzzy 
numbers under consideration. 

 
5.2.6 Property6 

Addition of two  trapezo idal fuzzy  numbers becomes 
trapezoidal fuzzy number and hence the entropy of the 
sum of two trapezo idal fuzzy numbers is the same as 
that of the individual entropies of the two trapezoidal 
fuzzy numbers under consideration. 

 
5.2.7 Property7 

Subtraction of two  trapezoidal fuzzy  numbers is 
again a trapezoidal fuzzy  number and hence the entropy 
of the difference o f two trapezo idal fuzzy numbers is 
the same as that of the individual entropies of the two 
trapezoidal fuzzy numbers under consideration. 
 

It is important to mention here that multiplication, 
division and inverse of trapezoidal fuzzy numbers need 
not be trapezoidal fuzzy numbers. But in many cases, 
operations resulting from multip licat ion or division are 
approximated to be of trapezoidal shape. If the 
approximate shape is taken into consideration then we 
would get the entropy of the multiplication  or d ivision 
of two complex numbers to be approximately equal to 
the concerned numbers otherwise we get different 
entropy. 
 

So nothing can be said properly regarding the entropy 
of multip licat ion and division of trapezoidal fuzzy 
numbers. 
 

Let us consider the following example cited in Lee 
[33], to make it clear and simple. 
 

Let  A=(1,5,6,9) and B=(2,3,5,8) be two  trapezo idal 
fuzzy numbers. 
 

We use α-cut intervals 
 

[4 1, 3 9]Aα α α= + − +  and  
 

[ 2, 3 8]Bα α α= + − +  
 
Since [0,1]α ∈ , each element for each interval is 

positive, and the multip licat ion between α-cut 
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2 2

[(4 1)( 2), ( 3 8)( 3 9)]

[4 9 2,9 51 72]

A Bα α α α α α

α α α α

= + + − + − +

= + + − +



 

 
For 0α =  
 

0 0 [2,72]A B• =  
 
For 1α =  
 

1 1 [15,30]A B• =  
 

Now using four points in 0α =  and 1α = , we can  
visualize the approximated value as the trapezoidal 
fuzzy number. 
 

 
Fig. 1: Multiplication of two trapezoidal fuzzy numbers 

 
It is important to note here the fact that if we consider 

non-triangular fuzzy numbers then the above mentioned 
properties donot hold always. 
 
5.3 Fuzzy Ranking 

Ordering of fuzzy quantities is based on extracting 
various features from fuzzy sets. A particular fuzzy set 
ranking method extracts a specific feature from fuzzy 
sets and then ranks them based on that features. 
Different procedures are available which may be based 
on centre of gravity, an area under the membership 
function, or point  of intersection of various other poits 
between fuzzy sets. A brief survey of the various 
available ranking methods are discussed below. 
 

Yager [34], proposed a ranking index which is based 
on the area under the membership function. Yager’s 
index is expressed as  
 

( ) ( )
( )

( )
A

A

g x x dx
Y A

x dx

µ

µ
= ∫

∫
 

 
where g(x) is the measure of the importance of the 
value of x. 

Then, Bender and Simonovic ([35] & [36]), modified 
Yager’s index into the Weighted Centre of Gravity 
index (WcoG) as 
 

( ) ( )

( )

q
A

q
A

g x x dx
WCoG

x dx

µ

µ
= ∫

∫
 

 
where the quotient q is used to put more weight on 
higher membership values. 
 

Cheng [37], developed distance method similar to 
WCoG as 
 

0

( )

( )
A

A

x x dx
x

x dx

µ

µ
= ∫
∫

 and 
1

0 1

( )

( )
A

A

x x dx
y

x dx

µ

µ

−

−
= ∫
∫

 

 
where the inverse of ( )A xµ is 1( )A xµ − . 
 

It is important to note here that all the methods 
discussed above for ranking of fuzzy numbers have 
some shortcomings if these are looked from the 
Randomness-Fuzziness Consistency principle. This 
principle states that a fuzzy number is expressible as a 
combination of a distribution function and a 
complementary distribution function. If this be the case, 
then the integration of distribution functions for ranking 
of fuzzy numbers are meaningless tasks. Hence the 
aforesaid methods for ranking fuzzy numbers are 
illogical from our standpoints. 
 

VI. Conclusions 

The main purpose of this article is to revisit and 
comment on some of the results associated with the 
existing definition of complementation of fuzzy 
sets.These results are discussed from the standpoints of 
the new definition of complementation of fuzzy sets on 
the basis of reference function and some new 
definit ions are put forward whenever possible. 
Furthermore, we have discussed the three existing 
probability-possibility consistency principles and listed 
some drawbacks found in  the process.Accordingly, the 
results obtained with the help of these principles are 
also not free from defects.It is for this reason , the 
Randomness-Fuzziness consistency principle is 
suggested hereby. Along with these some properties of 
the entropy of triangular as well as the trapezoidal fuzzy 
numbers are discussed herein. Further, the methods of 
ranking  fuzzy numbers are rejected because these are 
obtained by integrating distribution functions from our 
perspectives and so further studies are required in this 
respect to find an appropriate method for ranking fuzzy 
numbers. 
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