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Abstract—Keyword extraction approaches based on 

directed graph representation of text mostly use word 

positions in the sentences. A preceding word points to a 

succeeding word or vice versa in a window of N 

consecutive words in the text. The accuracy of this 

approach is dependent on the number of active voice and 

passive voice sentences in the given text. Edge direction 

can only be applied by considering the entire text as a 

single unit leaving no importance for the sentences in the 

document.  Otherwise words at the initial or ending 

positions in each sentence will get less 

connections/recommendations. In this paper we propose 

a directed graph representation technique (Thematic text 

graph) in which weighted edges are drawn between the 

words based on the theme of the document.  Keyword 

weights are identified from the Thematic text graph using 

an existing centrality measure and the resulting weights 

are used for computing the importance of sentences in the 

document. Experiments conducted on the benchmark 

data sets SemEval-2010 and DUC 2002 data sets shown 

that the proposed keyword weighting model is effective 

and facilitates an improvement in the quality of system 

generated extractive summaries. 

 

Index Terms—Extractive summarization, keyword 

weighting, directed graph, Thematic text graph, 

ThemeRank. 

 

I.  INTRODUCTION 

Automatic text summarization can be classified in to 

two types, Extractive summarization and Abstractive 

summarization [1]. Extractive summarization aims to 

pick up important sentences in the text document whereas 

Abstractive summarization process produces a short text 

that conveys the meaning of the original text. Keyword 

extraction and weighting methods influence the quality of 

system generated summaries. The existing studies on 

keyword extraction and weighting predominantly use 

vector space model [2] and graph models [3] for text 

representation. Vector space models represent text as a 

collection of independent words with some 

corresponding weights. Graph models have become 

popular as they preserve syntactical information as well 

as the semantic and statistical relationship among the 

words in the document.  

Previous studies on graph based text representation 

have used word co-occurrence information,   semantic 

similarity, syntactic relations and distance measures to 

draw edges between the vertices [4].  Graph based 

ranking algorithms utilize these edges to assign weight to 

each of the vertices. The ranking algorithms which are 

inspired by PageRank [5] and HITS [6], assign more 

weight to a word (node) with more number of 

recommendations (incoming edges). So the directions of 

edges in the graph play a crucial role in keyword 

weighting.  

Distance measures use placement of words in 

sentences/entire text for defining the direction of an edge. 

For a window size of 2 words, all the neighboring words 

in a sentence/text are connected and the direction of edge 

follows the natural direction of the text.  Hence a 

preceding word points to a succeeding word. This kind of 

representation will have two different forms for the same 

sentence written in active and passive voices leading to 

contrasting conclusions which is not acceptable. For a 

window size of 2 words, the subject word and the Object 

word in a sentence are not directly connected to each 

other. The strength of their relationship is determined by 

the number of edges in between them or based on the 

neighbors. In this paper a directed graph representation of 

text is proposed. This representation uses a topic based 

keyword selection procedure to represent the vertices in 

the graph. The graph is designed to capture the 

associations between the topics in the document and the 

edge direction indicates the flow of theme instead of the 

natural flow of text in the document.  This paper focuses 

on using the proposed representation for finding 

keywords weights and using them for extractive 

summarization of the given document.  

The rest of the paper is organized as follows: Section 2 

describes the related work on graph based text 

representations and keyword weighting, Section 3 
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presents proposed summarization methodology,   details 

of the dataset and evaluation measures used to test the 

proposed methodology and the results obtained are given 

in Section 4, comparison of proposed methodology with 

existing methodologies is done in Section 5 and Section 6 

concludes the overall work presented in this paper. 

 

II.  RELATED WORK 

Keyword extraction is an important task in many Text 

mining and Natural language processing applications. 

Automatic text summarization (ATS) is one such 

application that uses keywords to select important 

sentences in the document. Usage of Graph based 

keyword extraction mechanisms in ATS applications has 

increased due to the flexibility they offer in processing 

unstructured text. 

Ohsawa et al. [7] proposed KeyGraph, for keyword 

extraction based on the undirected graph representation 

of text. KeyGraph builds an undirected graph using term 

frequency and word co-occurrence information in the text. 

KeyGraph aims to segment the graph such that each sub 

graph contains keywords related to the sub topics in the 

document. The words which bridge relationship between 

the various topics in the document are chosen as 

Keywords. Matsuo et al. [8] proposed the concept of 

contractor and shortcut to identify important terms in a 

text document. The proposed concept treats the text 

document as a small world and identifies the importance 

of a word based on its contribution to the small world. 

The small world is represented as a word co-occurrence 

graph with edges representing the co-occurrence 

relationship between the words. Path lengths are 

considered as a measure to identify contractor nodes and 

shortcut nodes. Matsuo et al. [9] have extended their 

earlier work [8] by multiplying the contribution of a word 

with its inverse document frequency. 

Mihalcea et al. [10] proposed a graph representation of 

text based on distance between the words in the text. Two 

nodes in the graph are connected to each other, if the 

keywords they represent appear within the window of N 

consecutive words in the text. N value can be any number 

in between 2 to 10.  In their proposed work, TextRank, 

experiments were conducted on both directed and 

undirected graph representations of text document. 

Directed graph representation of text is based on the 

positions of words in the text. A directed edge can be 

drawn from node1 to node2, if the word represented by 

node1 precedes the word represented by node2 and if 

these words fall within a window of N words. TextRank 

has given better results when an undirected graph is 

constructed with nouns and adjectives as vertices for a 

window size of 2. 

Node centrality measures are found to be effective in 

keywords weighting [11][12].  Lahiri et al. [13] made an 

extensive study on the usefulness of graph based 

centrality measures for keyword extraction. Experiments 

are carried on the possible combinations of directed, 

undirected graphs with and without weights. The central 

idea behind graph construction is based on TextRank 

model. Experimental results have shown that centrality 

based measures and PageRank [5] performed better than 

existing algorithms.  

Beliga et al. [14] proposed a graph based keyword 

extraction technique known as selectivity-based keyword 

extraction (SBKE). SBKE examines the average weight 

distribution on the edges of a node. Vertex selectivity is 

calculated as the ratio of vertex strength and vertex 

degree. For a directed graph, a vertex has two strengths, 

in-degree and out-degree. Vertex in-strength is sum of 

weights of all incoming edges. Out-strength is the sum of 

weights of all outgoing edges. Pawan Goyal et al. [15] 

proposed a context based keyword extraction model 

based on lexical association in a large corpus. Text is 

represented as an undirected graph and keyword weights 

are computed using a PageRank based vertex ranking 

algorithm. Basing on the sentence similarity values 

important sentences are selected. 

Murali Krishna et al. [16] proposed a graph based 

keyword extractive technique using directed graph 

representation of text document. A graph is constructed 

with the keywords exhibiting high lexical association as 

vertices and by relating the vertices based on their co-

occurrence in the individual sentences of the document. 

The direction of edge is influenced by the word order 

relationship. PageRank [5] algorithm is applied on this 

graph to obtain the weights of the vertices.  The proposed 

keyword weighting mechanism is applied to the 

extractive summarization task and found to be effective.  

 

III.  TEXT REPRESENTATION USING DIRECTED GRAPHS 

Most of the existing directed graph based text 

representations use distance measure for connecting the 

nodes in a graph. According to distance measure, the 

words within a window of N consecutive words are 

related to each other and the order of their appearance 

decides the direction of edge between the corresponding 

nodes. Consider a sample sentence ―Rama killed Ravana‖ 

for illustration. If Node1, Node2 and Node3 in the graph 

represent the words ―Rama‖, ―killed‖ and ‖Ravana‖ 

respectively, then the following relations hold for a 

window size of 2. 

 

1 2, 2 3Node Node Node Node             (1) 

 

If the same sentence is written in passive voice as 

―Ravana is killed by Rama‖, then the relations will be as 

follows 

 

3 2, 2 1Node Node Node Node           (2) 

 

Since directed edges represent recommendations in 

between the nodes, there is a difference in the meaning 

conveyed by the sets of relations in (1) and (2).  Another 

problem with Word order based edge direction is that it 

assumes relation between two unrelated words. If entire 

text in the document is considered as a single unit for 

applying word co-occurrence window of size 2, then the 
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last word in a sentence and the first word in the following 

sentence are assumed to be related. This does not happen 

always particularly when the sentences are from two 

different paragraphs.  

A.  Thematic text graph 

Theme is the central idea conveyed in a document. It 

can be explored by associating the topics/concepts in that 

document. So a Thematic text graph should be able to 

capture the topics as well as their associations in the 

source text document. The proposed Thematic text graph 

uses parts-of-speech information [17][18], word co-

occurrence(wc) information and inverse sentence 

frequency(isf) of the words in the document. The 

following definitions are followed in our experimentation. 

 

Word co-occurrence: A pair of words are said to co-

occur once if they appear in a sentence of the document 

and they need not be neighbors. 

 

Inverse sentence frequency (isf): It is the number of 

sentences in the document containing a given word.   

 

Thematic text graph construction is based on the 

following assumptions 

 

1. Words in the document with parts-of-speech as 

Noun/Verb/Adverb/Adjective are useful words. 

Clusters of frequently co-occurring pairs of useful 

words describe the topics/concepts covered in the 

document. 

2. A keyword contributes to a topic in the document 

by co-occurring with many useful words in that 

topic. So their inverse sentence frequency is more 

than the useful words. A directed edge from a 

useful word towards a keyword indicates that the 

useful word is adding more information to the 

topic through the keywords.   

3. The association of topics in the document can be 

captured using the keywords which are central to 

all the topics in the document. These keywords 

can be referred as ThemeWords and they co-occur 

with many useful words and keywords in the 

document. 

 

Steps for constructing Thematic text graph  

 

Begin  

 

1. Extract Nouns, Verbs, Adverbs and Adjectives 

from the document D. 

2. Pair words obtained in step1 such that each word 

pairs with all other words. For N words there can 

be (N*(N-1))/2 pairs of words. Count co-

occurrence of words in each pair among the 

sentences in the document.  

3. Using pair wise co-occurrence information 

obtained in step2, select pairs of words with 

frequency of co-occurrence above the average co-

occurrence frequency of all pairs of words which 

co-occur at least once.  Let us refer to these pairs 

of words as Frequently Co-occurring Word Pairs 

(FCWP). 

4. Let G (V, E) be a directed graph for the document 

D, such that vertices/nodes in set V represent the 

words in the document which form FCWP.  An 

edge in set E represents a directed edge between 

the nodes representing a pair of words in FCWP. 

The number of edges in the set E will be equal to 

the number of word pairs in FCWP. The direction 

of edge is based on the inverse sentence frequency 

(isf) of the words and is defined as follows  

 

      ,       
i j i j

If W W FCWP and isf W isf W

then  
j i

v v for  i iW v and j jW v  

else   
i j

v v for  i iW v and j jW v
 

 

5. The weight of a directed edge(
ij

e )  from the node 

vi to the node vj is defined as  

 

         ,  /   
ij i j i

Weight e WC W W isf W      (3) 

 

Where   ,
i j

WC W W  represents frequency of co-

occurrences between Wi and Wj and isf(wi) 

represents inverse sentence frequency of  the word 

Wi   . 

 

End 

 

B.  How Thematic text graph works 

We are considering three cases to describe the 

construction of Thematic text graph 

 

Case 1: Consider a document D1, with two sentences as 

follows 

 

S1: Sita is wife of Rama. 

S2: Sita accompanied Rama to the forest. 

 

―Sita‖, ―wife‖, ―Rama‖, ―accompanied‖, ―forest‖ are 

useful words in the given document D1. From the 

sentences in D1 one can observe that there is only one 

frequently co-occurring word pair (Sita, Rama). So the 

Thematic text graph (as shown in Fig.1.) contains two 

nodes representing ―Sita‖ and ―Rama‖ respectively for 

the document D1. Since the words ―Sita‖ and ―Rama‖ 

have same inverse sentence frequency, the order of their 

appearance in the text is considered to draw a directed 

edge between them. The assumption in this case is, a 

word appearing first in the text will have more weight. So 

the node representing the word ―Rama‖ will recommend 

the node representing ―Sita‖.  

 

Case 2: Consider a document D2 with three sentences 
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S1: Rama is the king of Ayodhya 

S2: Sita is wife of Rama. 

S3: Sita accompanied Rama to the forest. 

 

 
Fig.1. Thematic text graph for document D1 

―Rama‖, ―king‖, ―Ayodhya‖, ―Sita‖, ―wife‖, 

―accompanied‖, ―forest‖ are useful words in the 

document D2. Thematic text graph for D2 will contain 

two nodes as there is only one frequently co-occurring 

word pair (Sita, Rama). In Fig. 2 we can observe that 

node representing ―Sita‖ points to the node representing 

―Rama‖, as the word ―Rama‖ has more inverse sentence 

frequency than the word ―Sita‖. 

 

 

Fig.2. Thematic text graph for document D2 

 

Case 3: Consider a document D3 with four sentences as 

follows 

 

S1: Sita is wife of Rama. 

S2: Sita accompanied Rama to the forest. 

S3: Ravana abducted Sita from Rama. 

S4: Rama killed Ravana and rescued Sita. 

 

Table 1. Co-occurring word pairs in document D3 

Pair Of words Co-occurrence frequency 

Sita, Rama 4 

Ravana, Sita 2 

Rama, Ravana 2 

 

―Sita‖, ―wife‖, ―Rama‖, ―accompanied‖, ―forest‖, 

―Ravana‖, ―abducted‖, ―killed‖, ―rescued‖ are useful 

words in the document D3. Thematic text graph for D3 

will have three nodes  as there are three words 

―Sita‖, ‖Rama‖ and ―Ravana‖ co-occurring with each 

other as shown in table 1 and three edges for representing 

three co-occurring pairs of words. Thematic text graph 

for document D3 is shown in Fig.3. Since the word ―Sita‖ 

has more inverse sentence frequency than the word 

―Ravana‖, an edge can be drawn from the node 

representing ―Ravana‖ to the node representing‖ Sita‖. 

Similarly a directed edge can be drawn from the node: 

Ravana to node: Rama.  

 

 
 

 

Fig.3. Thematic text graph for document D3 

C.  ThemeRank: Keyword weighting based on Thematic 

text graph 

Studies indicated that centrality based measures in 

graph based keyword extraction perform better than 

Graph based ranking algorithms [11][13][19][20][21]. 

Centrality measures are very fast and easy to compute on 

single-document graphs. Among the centrality based 

measures, degree and strength measures are proved to be 

simple, fast and effective [4]. The design of Thematic 

text graph is based on the association between the 

keywords belonging to various topics in the document.  

According to the third assumption, ThemeWords will 

have more associations than the keywords as they are 

central to all the sub topics. Proposed design models 

these associations as directed incoming edges towards the 

vertices represented by ThemeWords. So the contribution 

of a keyword towards the theme of the document can be 

measured using the in-degree strength of its 

corresponding vertex in the graph. This approach is 

referred as ThemeRank and is computed as follows. 

 

 
 

 
j i

i ji

V In V

Weight V weight e


                  (4) 

 

Where eji represents directed edge from node vj to node 

vi 

 

IV.  IMPLEMENTATION AND RESULTS  

The objective of our proposed text representation is to 

aid in improving the quality of single document 

Extractive summarization. To test our objective, 

summary generation process has been modeled based on 

the weights of the keywords obtained using ThemeRank. 

This section describes the experiments carried out to test 

the accuracy of keyword weighting based on ThemeRank 

and the quality of generated extractive summaries. 

Experimentation is carried out with the applications 

developed using Java programming language on 

windows platform. Section A and B describe the standard 

evaluation tools and data sets used for testing the 

developed applications. 

 

 

   1 

isf : 2 isf : 2 

Sita Rama 

 1 

isf : 2 isf : 3 

Sita Rama 

isf : 2 

1 1 

   1 

isf : 4 isf : 4 

Sita Rama 

Ravana 
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A.  ThemeRank Evaluation Results 

ThemeRank is evaluated with the test dataset provided 

for keyword/keyphrase extraction in the Semantic 

Evaluation Workshop (SemEval-2010) [22]. Test dataset 

contained 100 scientific documents along with the 

keywords in stemmed format. Keywords are manually 

assigned by the author and the reader of the scientific 

articles. Since author and reader assigned keywords 

contained some keyphrases, we have tokenized them in 

to single word keywords for easy comparison with our 

system. The evaluation metrics used in SemEval-2010 

are Precision, Recall and F-measure. Let the symbol SK 

denote the set of system generated keywords and the 

symbol MK denote the set of manually generated 

keywords.  Equations (5), (6) and (7) are used for 

computing Precision, Recall and F-measure. 

 

SK MK
Precision

SK


                      (5) 

 

SK MK
Recall

MK


                       (6) 

 

*
2*

Precision Recall
F measure

Precision Recall
 


      (7) 

 

ThemeRank is applied on the first document in the 

dataset i.e, c-1.txt.final to extract the top 5 keywords. 

Table 2 shows the top 5 keywords along with their 

inverse sentence frequency and weight.  From Table 3, it 

can be observed that three of the words generated by 

ThemeRank match with the author generated top 5 

keywords. Fig.4 shows that, out of the 309 frequently co-

occurring words in c-1.txt.final, only 109 words are 

assigned a non zero weight by the ThemeRank. The 

remaining words are assigned a weight of zero. 

Table 2. Top 5 keywords retrieved by ThemeRank from 
 the document c-1.txt.final 

Rank Keyword 

Inverse Sentence 

frequency  of the 

keyword 

Keyword 

weight 

1 Uddi 85 40 

2 Registry 81 33 

3 Servic 82 27 

4 Discoveri 24 15 

5 Dht 62 15 

Table 3. Top 5 keywords extracted by ThemeRank and Author 
 from the document c-1.txt.final 

Rank ThemeRank Author 

1 Uddi Uddi 

2 Registry Dht 

3 Servic Web 

4 Discoveri Servic 

5 Dht Grid 

 

Fig.4. Details of keywords in c-1.txt.final 

Table 4 shows the Precision, Recall and F-measure of 

ThemeRank over SemEval-2010 dataset. ThemeRank has 

given consistent performance withrespect to the precision, 

but the Recall value dropped drastically over Reader 

assigned keywords. This is due to the increase in number 

of keyphrases in reader assigned keywords/ keyphrases. 

In Tables 5 and 6, ThemeRank is compared with the 

keyword/keyphrase extraction systems participated in 

SemEval-2010.  Considering only Precision measure 

over Reader assigned keywords, ThemeRank stands at 4
th

 

position in overall rankings among all participating 

systems in SemEval-2010.   Withrespect to obtained 

Recall values on Author assigned keywords, ThemeRank 

stands at 1
st
 position among all the participating systems. 

Table 4. Evaluation of top 5 keywords generated by ThemeRank using 

SemEval-2010 dataset 

Keywords assigned by Precision Recall F-measure 

Author 30% 28.3 % 30.1% 

Reader 30% 7.89% 12.4% 

Author and Reader 30% 7.09% 11.4% 

Table 5. Comparison with participating systems in SemEval-2010 

based on Reader assigned keywords 

Keyword extraction systems Precision 

SEERLAB[22] 31 % 

WINGNUS[22] 30.6 % 

HUMB[22] 30.4 % 

THEMERANK 30 % 

Table 6. Comparison with participating systems in SemEval-2010 

 based on Author assigned keywords 

Keyword extraction systems Precision 

HUMB[25] 21.2 % 

MAUI[25] 20.4 % 

KP-MINER[25] 19 % 

THEMERANK 30 % 

 

B.  Extractive Summarization Using ThemeRank 

The weight of the sentence in the source text document 

is computed as the sum of the weights of its constituent 

keywords [23]. Sentences in the document are sorted in 

decreasing order. Based on the requirement on the 

summary size, the topmost sentences can be presented as 

0
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the extractive summary for that document. We have 

tested our ThemeRank based summarization (TRS) 

approach using DUC2002 dataset [24]. DUC2002 dataset 

consists of 533 unique text documents and 8316 

manually written summaries.  The performance of the 

application is indicated using ROUGE-1 and ROUGE-2 

scores [25]. During the initial testing phase, TRS is 

applied on the top three largest files (LA101590-0066, 

LA042789-0025, LA011990-0091) in the DUC2002 

dataset. Tables 7 and 8 show the ROUGE scores obtained 

for the three documents.  Since the results were 

competitive with the existing standards, we have applied 

TRS on all the 533 documents in DUC2002 dataset and 

the results are shown in Table 9. 

Table 7. ROUGE-1 scores for 100 words summary generated by TRS 

Document 

No. 

Of 

Lines 

Average 

Recall 

Average 

Precision 

Average 

F-measure 

LA101590-

0066 
123 0.64621 0.57164 0.60664 

LA042789-
0025 

163 0.45053 0.38462 0.41497 

LA011990-

0091 
186 0.52827 0.44719 0.48436 

Table 8. ROUGE-2 scores for 100 words summary generated by TRS 

Document 

No. 

Of 

Lines 

Average 

Recall 

Average 

Precision 

Average 

F-measure 

LA101590-
0066 

123 0.51897 0.45849 0.48686 

LA042789-

0025 
163 0.23682 0.20183 0.21793 

LA011990-
0091 

186 0.42899 0.36250 0.39295 

Table 9. Average ROUGE scores for 100 words summaries 

generated on DUC2002 dataset 

Quality 

Measure 

Average 

Recall 

Average 

Precision 

Average 

F-measure 

ROUGE-1 0.60563 0.50509 0.55055 

ROUGE-2 0.46838 0.39000 0.42541 

 

V.  RESULT ANALYSIS 

Tables 5 and 6 show that ThemeRank can compete 

with the existing keyword extraction techniques in terms 

of Precision. The competitiveness in terms of Precision 

indicates that ThemeRank is a reliable  keyword 

extraction approach. The proposed text representation 

facilitates more recommendations for the keywords with 

high isf value. However Fig. 4 shows that keyword 

weights are not biased towards inverse sentence 

frequency of the words. Even if a keyword gets more 

recommendations due to its high isf value, it is actually 

the strength of the incoming edges that determines the 

weight of the keyword. In Table 2, it can be observed that 

the keywords ―dht‖ and ―discoveri‖ have the same weight  

 

 

 

despite a huge difference in isf value. The results shown 

in Table 10 indicate that the proposed summarization 

system performed better than the recent graph based 

summarization systems. It is due to the identification of 

Theme conveying keywords in the document. 

ThemeWords reflect the overall opinion conveyed in the 

document whereas normal keywords highlight the 

individual topics/concepts in the document. So an 

extractive summary based on ThemeWords will be more 

coherent. An example summary presented in Fig. 6 

indicates that ThemeRank has given more weight to the 

Theme carrying words, as it contains semantically 

coherent important sentences in the document. The 

performance of TRS over DUC2002 dataset has indicated 

that the proposed text representation is able to capture the 

theme of the document. During the experimentation it is 

observed that very few words in DUC text documents are 

frequently co-occurring with each other. On an average 

basis 29 words are forming Frequently Co-occurring 

Word Pairs in a 28 lines text document. So there will be 

less number of vertices in the Thematic text graph in 

comparison with the existing graph representations. The 

analysis concludes that Thematic text graph is a compact 

text representation for fast and enhanced topic analysis.  

Table 10. Comparison with graph based summarization systems 

SUMMARIZATION 

SYSTEM 

AVERAGE RECALL 

ROUGE-1 ROUGE-2 

UniformLink+bern+neB[15] 0.46432 0.20701 

Directed graph based 

summarization system [16] 
0.48645 0.39927 

Proposed summarization system 0.60563 0.46838 

 

 

Fig.5. 6 lines summary generated for the DUC2002 document  
LA101590-0066 

 

[1] leonard bernstein, the renaissance man of music 

who excelled as pianist, composer, conductor and 

teacher and was, as well, the flamboyant ringmaster of 

his own nonstop circus, died sunday in his manhattan 

apartment. [2] bernstein was the first american-born 

conductor to lead a major symphony orchestra, often 

joining his new york philharmonic in playing his own 

pieces, while conducting from the piano. [3] bernstein, 

known and beloved by the world as "lenny," died at 

6:15 p.m. in the presence of his son, alexander, and 

physician, kevin m. cahill, who said the cause of death 

was complications of progressive lung failure. [4] cahill 

said progressive emphysema complicated by a pleural 

tumor and a series of lung infections had left bernstein 

too weak to continue working. [5] invited to a dance 

recital in new york, bernstein sat in the balcony next to 

a man he did not recognize. [6] on his 25th birthday, 

aug. 25, 1943, bernstein was told by the koussevitzkys 

that he should visit artur rodzinsky, newly appointed 

music director of the new york philharmonic, at his 

stockbridge, conn., farm . 
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VI.  CONCLUSION 

This paper proposes Thematic text graph, a directed 

and weighted graph representation for unstructured text. 

The vertices in the graph represent the keywords related 

to the topics in the document. A new definition is given 

to the relationship between the vertices to capture the 

flow of the theme in the document.  This relationship is 

modeled as a directed and weighted edge between two 

vertices. The edge weights represent the association 

strength between subtopics and hence the in-degree 

strength of a vertex indicates its centrality among the 

topics in the document. We propose ThemeRank to find 

the weights of the vertices in a Thematic text graph. 

ThemeRank has given encouraging results when tested 

with SemEval-2010 dataset. The performance of 

ThemeRank based summarization over DUC2002 dataset 

proved that ThemeRank is a competitive technique for 

keyword weighting. ThemeRank is language independent 

and executes in less time due to the simple structure of 

Thematic text graph.  On an average basis, ThemeRank 

has extracted 12 keywords per 28 lines in DUC2002 

documents. Further work will carry experiments on the 

applicability of ThemeRank for textbook index 

generation and chapter summarization. 
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