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Abstract—Face Aging is an important and challenging 

application in computer vision. This is an application of 

conditional image generation. Until recently generative 

model was not good enough to generate considerable 

good resolution images. A generative model called 

generative adversarial network has introduced impressive 

capabilities in generating realistic images in both 

unconditional and conditional settings. Still, the task of 

generating images of different age conditioning on a 

given image is a very challenging task. Because there are 

two constraints to satisfy here in the generated images. 

The generated image must preserve the identity of the 

person in the source image and the image must have the 

features of the target age. In this work, we have applied 

the generative adversarial network in conditional settings 

along with custom loss function to satisfy the two 

mentioned constraints. The experiment has shown 

improved performance both in preserving the person’s 

identity and classification accuracy of generated images 

in the target class compared to previous known approach 

to this problem.  

 

Index Terms—Face-Aging, GAN, CNN, Generative-

Model, Face-Synthesis 

 

I.  INTRODUCTION 

Aging is a natural process which changes the 

appearance of a person over time. Although some facial 

feature preserves during the aging process, sometimes it 

is hard to recognize a person at his later age just only 

seeing him in his earlier age. In many cases, it becomes 

very important to recognize someone in their later age 

while images of his earlier age are available. For example, 

identifying a criminal who has been hiding for a long 

time. In some cases, reverse aging is also required. This 

work presents a novel method for generating the facial 

image of someone in their different ages. The total age 

range is divided into 6 age group. Fig. 1 shows a couple 

of examples of the generated images of a given person in 

different ages. 

There is a lot of real-world application for this task. It 

is useful for forensic application. It can be used to 

enhance or modify a photograph of a suspect or victim or 

a lost person to identify his identity. This technique was 

used by police and investigators, where this modification 

was done manually by the help of human artist, computer 

graphics, phycology and many more. This long and 

complex process can be simplified by such an algorithm 

that can do the aging. 

 

 

Fig. 1. Generated images at different age of a given person with the 

proposed model. The first column shows the input image, rest are 

generated image of the corresponding age group. 

Another important application is in entertainment. 

Aging is part of special virtual effects in film and 

magazine. The actor’s approaches are changed with an 

extremely realistic way from aged to young and reversed.  

This is done with age synthesis process manually, frame 

by frame. While converting one image is hard this 

process makes it repetitive and very time-consuming. So, 

making the computer able to automatically convert the 

characters of the film with an aging effect will make the 

process much easier. 

Face aging was also referred to as age synthesis [1] and 

age progression [2]. It is the base of cross-age face 

detection. All previous approaches to this topic can be 

divided into two major categories-prototyping approaches 

and modeling approach. Prototyping approaches [3], [4] 

tries to estimate the average face of a certain age group. 

The difference between these faces gives the age pattern 

of that age group which is then used to generate the aged 

face of a given input. Such a method does not put any 

constraint to keep the identity of the original person. For 

that reason, the generated images look unrealistic. These 

rules-based methods are fast but not very effective. 

Whereas the modeling approach [5], [6] concentrate on 

the skin, muscle and skull level feature of different age 

group. These models are supervised and require images 

of the same person in a different age, which are costly to 

collect. 

Recent advancement in the neural network has opened 

a much interesting research direction in computer vision. 

Using the neural network to generate natural-looking 

image has been studied for the last few years but until  
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Fig. 2. Training a generative adversarial network. The generator takes a vector as input and generates an image (Generated Fake samples). This image 

is passed to discriminator, which tells whether the image is real or fake.  

recently it was not possible to generate good resolution 

images with a neural network. The key model that made 

it possible is the generative adversarial network(GAN) [7] 

which unlike other generative models (eg. variational 

autoencoder [8]) does not use  L2  loss.   

The L2 loss has a tendency of generating blurry images. 

Instead, GAN focuses on generating realistic images with 

an explicit loss for that. And that helped to generate 

realistic images with fine details. The earlier GAN was 

capable of generating random images from the data 

distribution of the trained images. Later,   conditional 

generative adversarial network (cGAN) [9] brought 

control over the generated image. It takes a class label as 

input to generate images of that class. Isola et. al. [10] 

Introduced encoder-decoder architecture to condition on a 

given image, not just the class. This approach is 

successfully used in various facial attribute editing task 

like changing hair color or adding sunglasses on a given 

image. 

The objective of this research is to propose a model 

that can take a human image of any age and generate his 

predicted image at different specified age. In this work, 

we have used the concept GAN in conditional settings for 

facial aging. Our propose method generate the facial 

image considering two constraint. First, the proposed 

method has a single generator for generating faces of 

different age group. Second, it preserve the identity of the 

source subject while converting to the desired age. We 

have proposed custom loss function along with GAN loss 

to import these two constraints. The experiment shows 

improvement in generating better images with the identity 

of the source person preserved. 

 

 

 

 

 

 

 

 

 

II.  METHODS 

We first describe the concept of the generative 

adversarial network which is the backbone of our model. 

Then we present our model for generating the facial 

image in a different age of a person. Then we discuss the 

effect of the different component of our objective 

function. Finally, we describe the training procedures of 

the model. 

A.  Generative Adversarial Network 

Generative adversarial network (GAN) [7] is one of the 

most effective and popular generative model currently 

available. The GAN has two component- Generator and 

discriminator. The GAN generator is trained to match the 

data distribution of the generated image to that of target 

image distribution. This is done with a two-player min-

max game between the generator and the discriminator. 

The discriminator is trained to learn the distribution of 

real data and distinguish it from that of generated data.  

At the same time, the generator is trained to generate 

more realistic images to fool the discriminator. The train 

improves the performance of both the generator and the 

discriminator.  

In unconditional settings, GAN tries to generate a 

random realistic image to match the distribution of the 

target domain. Let z be a random variable drawn from the 

normal random distribution Rd, where d is the dimension 

of input to the generator. The generator takes the random 

variable z as input and generates an image of target 

domain G(x). The objective of the  discriminator  is  to  

output  D(x) = 1 for  x Px and D(G(z))  =  0.  The 

objective of the GAN model is presented in the Equ. 1, 

where the generator tried to minimize the loss value and 

the discriminator tries to maximize it. 
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Fig. 3. Training the discriminator. The gray part of the diagram is freezed during the training of discriminator. Either real image of the fake image is 

send as input to the discriminator at a time. 

min max V (G, D) = 
  G      D 

Ex∼Px 
[log D(x)] + Ez∼Pz 

[log (1 − D(G(z)))]                (1) 

 

A visual description of GAN training is given in Fig. 2 

GAN can also be used in conditional settings with 

extra input to the generator. The conditional generative 

adversarial network (cGAN) was introduced by Mirza et. 

al. [9]. GAN can be used in the conditional setting by 

providing extra information like target class or attribute 

as input. The GAN objective in the conditional settings 

can be represented in Eq. 2. 

min max V (G, D) = 
 G   D 

Ex∼Px [log D(x)] + Ez∼Pz [log (1 − D(G(z|y)))]       (2) 

 

Where y is the conditional input. 

It popularized a new dimension in the generative 

model called the image to image translation.  These 

models use an input image as a condition to generate a 

target image. First, the image-to-image translation 

network generating a good resolution image was 

proposed by Isola et. al. [10]. Because of the fact that an 

image is used to condition on, the generator of such 

model uses encoder-decoder architecture. 

This model has two parts; the encoder takes the image 

as input and compresses it into a lower-dimensional 

matrix which is the input to the decoder. The decoder 

upsamples it to generate the target image. Sometimes the 

decoder takes a random vector as input along with the 

encoder matrix. The purpose of the random vector is to 

introduce randomness in the generated image. 

The original image-to-image translation model 

proposed a supervised method for training conditional 

image generator. The model consisted of two losses. The 

regular GAN loss was responsible for generating 

realistic-looking images. And an L1 loss was considered 

between the generated image and the target image reduce 

the difference between the generated and target image. 

Given an image x and a random variable z, it learns to 

generate the image of the target domain, G: {x, z} → y. 

 

   LcGAN = Ey[log D(y)] + Ex,z[log(1 − D(G(x, z))]       (3a) 

 

 

      LL1(G) = Ex,y,z[||y − G(x, z)||1]                   (3b) 

In the final objective, both losses is weighted with a 

weighting factor λ, which balance the importance of both 

losses. 

 

min max V (G, D) = LcGAN (G, D) + λLL1(G)          (4) 

 

In real life, most of the image translation task does not 

have paired data for supervised training. Zhu et. al. [11] 

proposed a cycle-consistent adversarial network that can 

transfer images between two domains with unsupervised 

training. It had two copies to each network to convert 

from and to both domains. Now it can convert from 

source to target and back to the source where L1 loss can 

be applied. It does not require paired supervised data to 

train with this objective. If F is the generator from 

domain Y to X and G      is the generator from domain X 

to Y. The cycle consistency loss can be represented as 

follow. 

 

Lcyc(G, F ) = Ex∼pdata(x)[||F (G(x)) − x||1] 

                  + Ex∼pdata(x)[||F (G(y)) − y||1]                           (5) 

 

This approach has a major disadvantage. It cannot be 

extended with more than two domain efficiently. Even 

having two different generators and discriminator is 

costly to train. We have to deal with 6 different domain 

for different age groups. Also applying the two important 

constraints for preserving the person’s identity and the 

age-specific feature is not possible here. So, we adopted a 

single generator model with the class as a condition to 

generate the images of the target domain and added two 

custom objective to apply the mentioned constraint. 

B.  Face-Aging Model 

Our objective is to train a multi-domain image-to-

image translation model. Along with the adversarial loss, 

we applied the custom loss to make the image looks like 

the target domain and keep the identity of the person of 

the source. The generator takes the class of the target 

image c, along with the input image x to generate the 

image; G(x, c) → y. The model generates images of all 

classes from a given image. 

The discriminator acts as an auxiliary classifier [12] so 

that one discriminator can handle images on multiple 

domains. For that, the discriminator has two outputs- 

class probabilities and discriminator validity. Like regular  
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Fig. 4. Training the generator. Here, green represents the inputs to the model. Blue is the trainable model and black is trained freezed model. Yellow 

are the output of the model. 

GAN the validity represents the probability score of a 

generated image as real/fake, predicted by the 

discriminator and the class probability is the probability 

of the generated image belonging to a specific domain.  

So, the adversarial loss of the proposed model can be 

represented as Eq. 6 

 

Ladv =Ex[log Dadv(x)] + 

Ex,c[log (1 − Dadv((G(x, c))]                 (6) 

 

Domain Classification Loss. The objective of our 

model is to generate an image of a target domain that is 

classified as an image of that domain. For that, we have 

adopted a classification loss and implemented with a 

second output of the discriminator. During the 

discriminator training, the classifier is trained to classify 

the images properly. The classification loss of the 

generated image is used as a signal to optimize G for 

generating a better image that fit the distribution of the 

target class. 

 

        Lcls =Ex,c[−log Dcls(c|x)]          (7) 

 

Here, Dcls() gives the class probability of each class. 

The discriminator combinedly optimizes the adversarial 

and the classification loss. The importance of the two 

losses is adjusted with a constant factor λcls. The final 

objective of the discriminator is, 

 

           LD  = −Ladv + λclsLcls                                (8) 

 

The negative value of the adversarial loss represents 

the opposite objective of the generator and the 

discriminator. Rather then the discriminator tries to 

maximize the adversarial loss it now minimizes the 

negative of adversarial loss and classification loss. The 

discriminator training process is illustrated in Fig. 3. 

Reconstruction Loss. By minimizing the adversarial 

loss the generator learns to construct a realistic image that 

follows the data distribution of the target image. With the 

classification loss, it generates images that look like the 

images of the target class. However, none of this loss 

imposes any constraint to keep the details of the source 

image of the person or to preserve the identity of the 

person of the source image. To add this constraint we 

optimize two more loss on the generator. The 

reconstruction loss [13] is the L1 loss between the 

reconstructed image of the translated image back to its 

original domain, and the source image itself. 

 

       Lrec = Ex,c,cI [||x − G(G(x, c), cI)||1]              (9) 

 

The reconstruction loss imposes half the objective of 

CycleGAN [11]. As we have the class level as an input to 

the generator we do not need two generators to impose 

this loss. This loss imposes an indirect constraint to the 

generated image to preserve some feature of the source 

image in the target image so that it can be converted back 

to the original image with the class level of the original 

image. Although this loss showed an impressive result in 

many application reported by many papers. But if the 

generator finds any shortcut to generate the image back to 

original it might successfully convert it back without 

preserving the desired feature in the generated image with 

the target level. To ensure the content of source image 

preserved in the generated image we have added the 

content loss. 

Content Loss. The purpose of content loss is to force 

the generator to preserve the underlying content of the 

source image in the generated image. It is the difference 

between the content of the source and the generated 

image. Similar losses have shown good result in other 

applications, like image super-resolution [14]. The 

content vector is extracted from the high-level 

representation learned from a pre-trained deep 
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convolutional neural network. It is well known that the 

deep CNN trained with large dataset are good in 

extracting the high-level features from an image.  In this 

work, we have used the VGG-19 [15] model trained with 

ImageNet [16] as a feature extractor to find the content 

loss. 

The content loss is extracted from an earlier layer of 

VGG-19 model other than the output layer. The content 

loss of our model is represented in the following equation. 

 

       Lcon = Ex,c[||V GGl(x) − V GGl(G(x, c)||1]           (10) 

 

Here, l represents the specific layer chosen for taking 

the feature from. In this model, it is conv44 of VGG-19 

model. The l1 is chosen instead of l2 because various 

previous work has shown that the l2 loss has a tendency 

of generating blurry images. 

The final objective function of the model consists of all 

the described losses along with individual weight for each 

loss. 

 

    LG  = Ladv + λclsLcls + λrecLrec + λconLcon           (11) 

 

Here, λcls, λrec, λcon are the hyper-parameters of the 

model. We have conducted an experiment with different 

values of these parameters found the best result with λcls 

= 1, λrec = 10 and λcon = 0.25. 

The generator training procedure is shown in Fig. 4. 

Here, Target class label and the real image is the input to 

the generator. The generated image then goes to the 

discriminator and the generator with the original source 

class label. The discriminator outputs the validity and the 

predicted class probability. From this, we calculate two of 

the objective loss- the adversarial loss and the 

classification loss. The generator outputs the 

reconstruction of the original image. We calculate the 

difference between the original image and the 

reconstructed image with L1 loss. To calculate the 

content loss, we pass both the real image and all 

corresponding generated image to a pre-trained and froze 

VGG-19 model. Then we calculate the content loss from 

the output of both models. 

C.  Network Architecture 

After the introduction of the generative adversarial 

network with low-resolution images, Radford et. al. [17] 

introduced a deep convolutional generative adversarial 

network.  We followed the architecture from this model 

with other changes and variations introduced in later 

papers. Both generator and discriminator use the module 

of the form Convolution-Batch Normalization-ReLU [18]. 

Generator with skip connection 

The problem of image-to-image translation deals with 

images of high resolutions. In most of the applications,  

the source and destination have similar image structure in 

both source and generated image, although they differ in 

appearances. In our application, the identity of a person at 

his different age must preserve and we have designed the 

loss function for that purpose. We consider this property 

to build the generator. 

 

 

Fig. 5. Two variations of architecture choice for generator. The regular 

encoder-decoder architecture in the top image and the U-net [20] with 

skip connection between mirrored layers of encoder and decoder in 

bottom. 

Many application in this domain has used encoder-

decoder architecture [19]. In such a network, the input is 

passed to the encoder part of the network to compress the 

input to a low dimensional representation. This is called 

bottleneck representation. Then it is passed into the 

decoder which upsamples it to the image dimension. In 

many application, much of these low-level features are 

shared between both networks. For that reason, it would 

be beneficial to shuttle this feature directly between the 

networks. 

To give the generator the means to share this 

information we have followed the intuition introduced in 

U-Net [20]. This network has skip-connection between 

the layers of encoder and decoder. Skip-connection is a 

concept popularized by ResNet [21].  It used skip-

connection between its layers. The idea is to add the input 

of a layer to the output of that layer or a sequence of 

layers. It passes direct information in between layers of 

the network that help the model to understand the 

transition as well as the change in a transition. In U-Net 

the skip connection is added in between the encoder and 

decoder which is a skip connection between layer i and 

the layer (n-i), where n is the total number of layers in the 

generator. 
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Table 1. Architecture of Generator 

 

Table 2. Architecture of Discriminator 

 
 

Markovian Discriminator 

The concept is also known as PatchGAN. Previous 

work has shown that L1 and L2 loss has a tendency to 

generate blurry images [10]. It fails to generate high-

frequency crispness but captured the low frequencies. To 

capture the high-frequency structure we can restrict the 

discriminator to local image patches. The PatchGAN 

discriminator restricts the output of the discriminator into 

local patches. Rather than outputting a single number to 

indicate if an image is real or fake the PatchGAN tries to 

classify if each N patch of an image is real or fake. 

Our PatchGAN discriminator is implemented with 

convolution over the image to generate the output for the 

patches. The output of the discriminator is much smaller 

than the size of the image and this generate good quality 

images. 

Architecture 

The layer description of the generator and 

discriminator models are given in table 1 and 2. It follows 

the generator and discriminator layers from StarGAN[13] 

implementation. We have used instance normalization in 

all layers except the output layer. For discriminator, we 

have used Leaky ReLU. In the tables, nd: number of 

domains, nc: the dimension of domain labels, Conv: 

convolution with parameters(output channels, kernel size, 

stride, padding), InstNorm: instance normalization layer, 

L. ReLU: leaky relu. 

D.  Training 

The Wasserstein GAN [22], [23] has shown that it is 

difficult to optimize the GAN objective proposed in the 

original GAN paper [7]. To stabilize the GAN training 

and to generate high-quality image it proposed a modified 

training objective.  

 

       Ladv =Ex[log Dadv(x)] − Ex,c[log Dadv((G(x, c)] 

       − λgpEx̂[(|| vx̂ Dadv(x̂)||2 − 1) ]                                     (12) 

 

The latter proposed WGAN is known as WGAN-GP. It 

used gradient plenty instead of clipping to enforce 

Lipchitz constant. A differentiable function f is a 1-

Lipschitz if it has a gradient with the norm at most 1 

everywhere. 

So, instead of applying clipping like WGAN, WGAN-

GP penalizes the model if the gradient norm moves away 

from its target norm of 1. In the training of our model, we 

have used the Eq. 12 instead of previously mentioned Eq. 

6. 

 

III.  EXPERIMENTS 

We have implemented the model with PyTorch [24] in 

python. All experiments were done in NVIDIA 1060 

GPU. 

A.  Dataset 

To train the model we need facial images with the age 

as a label. For this, we have used UtkFace [25] dataset. 

This dataset contains more than 23,000 images of people 

in the age range 0 to 116. We divided the images into 6 

age groups. They are: 0-18, 19-30, 31-40, 41-50, 51-60, 

60+. Dividing the data into age groups leads to an 

unequal amount of data into the different age group. To 
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balance this we have manually augmented the data by 

cropping the exact facial area with a face detector.  

B.  Experimental Setup 

The input image size of the model is 128 × 128. To 

train the model we have used the Adam optimizer [26] 

instead of gradient descent optimizer. It has proven to be 

a better choice for working with GANs. The Adam 

optimizer has two parameters- beta1 and beta2 which 

control the momentum of gradient descent. We trained 

the model for 50 epochs with the batch size of 8. The 

model has few other hyper-parameters mentioned in the 

method. All parameters of training the model are 

summarized in table 3. 

Table 3. Values of training parameters 

Parameters Values 

Image input size 128 × 128 

Adam: beta1 0.5 

Adam: beta2 0.999 

λcls 1 

λrec 10 

λcon 0.25 

λgp 10 

Epochs 50 

Batch size 8 

Learning rate 0.0002 

LR Decay rate 0.99 

C.  Evaluation Matrix 

It is hard to evaluate the generated image in any 

context. There is no common well-known method to 

judge the quality of generated images. GAN is a 

generative model which is used for generated various 

kind of images in the last few years. Different papers 

have reported performance in different ways. Most of 

them the human evaluation [10]. It is done by presenting 

a volunteer with generated and a real image for a small 

fixed amount of time. The task is to say which one is 

generated and which one is real. This score is converted 

into accuracy to report the performance of the generated 

image. This type of evaluation is neither reliable nor 

comparable. 

In this work, we have generated images of different 

age group with an object of preserving the original 

person’s identity. Previously on this domain called 

FaceAging [27] had introduced an evaluation matrix 

called face recognition score to evaluate the performance 

on preserving the original person’s identity. For this, a 

pre-trained face verification algorithm is used. We have 

used OpenFace [28] for face verification. OpenFace is 

open-source face recognition and verification library. 

The face verification algorithm takes two images as 

input and returns a score corresponding to the similarity 

between two faces. Lower the score the more confidence 

the algorithm that both images contain the same person. 

Commonly distance less than 0.7 is considered a good 

distance for positive verification. For all generated 

images of different ages, we have calculated the distance 

of the person with the original images.  For all images 

with this distance less than 0.7 we have treated it as 

positive verification and calculated the overall accuracy 

of the model. 

As we have generated images of different age group, 

the image must preserve the features of that age group. 

For this evaluation, we have trained a classifier of these 

age groups. From the generated image we have calculated 

the predicted class for those images and calculated the 

overall accuracy of each class. 

D.  Result Analysis 

Face Recognition Score 

As mentioned in the previous section, we have used the 

pre-trained OpenFace library for calculating face 

recognition score. We have compared the result with 

known previous results. Anitpov et. al. [27] proposed a 

method for face aging using explicit Identity preserving 

optimization for preserving the identity of the person. 

They did not focus on the classification rate or the images 

containing content of the image. This two optimization 

has made our model yielding a better result in the 

previous works. 

Table 4. Comparison of Face recognition score with previous works 

Method FR values 

Pixelwise optimization 59.8% 

Identity preserving optimization [13] 82.9% 

Our proposed method 93.75% 

 
Table 4 compared the performance of proposed 

approach compared with known previous approaches. For 

the comparison purpose, we have implemented the 

mentioned approaches and trained with the same dataset. 

It shows a significant improvement in preserving the 

facial identify of the person in the generated images. 

Table 5 shows the face recognition score of each age 

range. 

Table 5. Comparison on Face recognition score with previous works 

Age range FR values 

0-18 91.67% 

19-30 91.67% 

31-40 95.83% 

41-50 100.0% 

51-60 95.83% 

60+ 87.5% 

 

Table 5 shows that the face recognition score is 

comparatively better for middle-range ages giving the 

best result for age range 41-50, but not that good for very 

young and very old. This is acceptable because of the fact 

that the human face has the most amount of changes 

between these age ranges. A face preserves fewer 

similarities in this age range from the rest of his life. That 

is why it is hard for generating the perfect image of very 

young and very old person. 
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Fig. 6. Examples of generated images with the proposed mode. 

Classification Accuracy 

We have conducted experiments on classification 

accuracy of each class. We trained an explicit classifier 

for this job.  We trained this model with transfer learning 

on DenseNet[29] model. This method is proven for 

generating the best result for any classification task. The 

initial model had an accuracy of over 98%. 

The following table represents the accuracy of each 

class of generated images. 

Table 6. Classification accuracies of generated images. 

Age range Classification accuracy 

0-18 89.58% 

19-30 85.41% 

31-40 83.33% 

41-50 85.41% 

51-60 87.50% 

60+ 91.66% 

 

As we can see from table 6 that better classification 

accuracies are achieved on the early and very old ages. 

And fewer accuracies in the middle age. The reason 

behind this is the fact that the human face goes through 

fewer changes in this period of ages. There are more 

similarities between faces of ages in middle age so the 

generated image is more misclassified in this range of 

age. 

Finally there are few examples of the generated images 

in different age group with the proposed model shown in 

Fig. 6. The first column is the input image of a person. 

Next 6 column shows the generated image of that person 

in different age. 

 

IV.  CONCLUSION 

Generating facial images of different age given an 

image and its current age has a lot of practical 

applications. In this work, we have proposed a method for 

this job. Our GAN based method can generate facial 

images of different age groups. The experiment has 

shown that our method does better in term of preserving 

the person’s identity in the generated image compared to 

known previous approaches. Also, our method generates 

images that introduce features of target age, which is 

justified with the classification accuracies. Possible 

improvements for this work will include improving the 

quality of the images with possible higher resolution 

images and improving the recognition feature in the 

generated images. 
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