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Abstract—This paper mainly studies Multi Band Spectral 

Subtraction (MBSS) for speech enhancement based on 

the spectrum representation in the frequency domain with 

three different scales(linear, log, mel) and their effect on 

performance measures in presence of additive non-

stationary noise at different ranges of input SNR. Since 

speech is non-stationary signal, noise distribution is non-

uniform i.e few frequency components are affected 

severely than others. A common method to restore the 

original speech in presence of noise is speech 

enhancement by suppressing the back ground noise. 

Multi Band Spectral Subtraction is one among the speech 

enhancement techniques which performs spectral 

subtraction by dividing noisy speech spectrum into 

uniformly spaced non over lapping frequency bands and 

spectral over subtraction is performed in each band 

separately. The performance of this method is evaluated 

in terms of objective measures such as Cepstrum distance, 

Log Likelihood Ratio, Weighted Spectral Slope distance, 

segmental SNR and Perceptual Evaluation of Speech 

Quality. 

 
Index Terms—Speech enhancement, Multi Band 

Spectral Subtraction, Frequency Spacing Methods, Linear, 

mel, logarithmic, Objective Quality Measures 

 

I.  INTRODUCTION 

To communicate ideas from one person to another in 

human communication is speech [1-3]. Real-world, 

environment is always surrounded by back ground noise 

which severely distorts the speech signal and it should be 

eliminated for further processing, One of the challenging 

task is Speech Enhancement which always have a scope 

for further improvement [2]. Speech enhancement plays a 

crucial step in important applications like voice command 

systems, Speech Recognition, Speaker identification, 

hands free systems and speech coding [3]. Based on the 

idea used, speech enhancement techniques are of 

different types. Based on the number of microphones 

used for speech acquition, speech enhancement 

techniques are of Single channel in which one 

microphone is used and the other is dual channel or Multi 

channel in which two micro phones are used. Based on 

domain of processing, Time domain and Frequency 

domain Speech enhancement techniques anddepending 

on the type of algorithm used adaptive and non-adaptive 

speech enhancement algorithms. Single Channel 

Frequency Domain Speech enhancement techniques are 

of more popular for personal communication because of 

its ease of implementation which involves forward and 

inverse transform.In the past, number of researchers 

proposed different speech enhancement methods. Most of 

them are based on Spectral Subtraction (SS), Statistical 

Model based, Sub space algorithms and Transform based 

methods. One of the popular noise reduction method 

which is computationally efficient and less complexity 

for single channel speech enhancement is Spectral 

subtraction proposed by Boll S.F for both Magnitude and 

Power Spectral Subtraction which itself creates a bi-

product named as synthetic noise[1]. A significant 

improvement to spectral subtraction with over subtraction 

factor and spectral floor parameter to reduce the musical 

noise given by Berouti [2] is Non –Linear Spectral 

subtraction. Ephraim and Malah proposed spectral 

subtraction with MMSE using a gain function based on 

priori and posteriori SNRs [3]. Spectral subtraction based 

on perceptual masking properties of human auditory 

system proposed by Virag [4]. Another method in 

spectral subtraction with Wiener filter to estimate the 

noise spectrum is extended spectral subtraction by Sovka 

[5]. Spectral Subtraction algorithm based on two-band is 

Selective spectral subtraction described by He, C. and 

Zweig, G. [6]. Spectral subtraction with Adaptive Gain 



 Multi Band Spectral Subtraction for Speech Enhancement with Different Frequency Spacing Methods  55 

and their Effect on Objective Quality Measures 

Copyright © 2019 MECS                                                        I.J. Image, Graphics and Signal Processing, 2019, 5, 54-62 

Averaging to reduce the overall processing delay is given 

by Gustafsson [7]. A frequency dependent spectral 

subtraction is non-linear spectral subtraction (NSS) 

method conferred by Lockwood and Boudy [8] Multi 

Band Spectral Subtraction (MBSS) proposed by S.D. 

Kamath with multiple subtraction factors in non-

overlapping frequency bands [9]. This paper explores the 

Multi Band Spectral Subtraction proposed in [9] for 

different frequency spacing methods suggested in [10, 

11]. 

The structure of the paper as follows, section II gives 

Multi Band Spectral Subtraction for Speech enhancement, 

Section III gives different frequency spacing methods  for 

spectrum representation and Section IV  gives objective 

quality measures finally results and conclusion are 

presented in section. 

 

II.  MULTI BAND SPECTRAL SUBTRACTION FOR SPEECH 

ENHANCEMENT 

In real-world, noise is mostly colored, which affects 

the speech signal differently throughout the spectrum [9]. 

Few frequencies are affected more adversely than others, 

depending on the spectral characteristics of the noise. 

This section gives the details of the proposed method for 

speech enhancement with minimized residual noise. The 

degraded speech signal in presence of back ground noise 

is named as noisy speech which can be modeled as 

additive noise model with the basic assumption that both 

speech and noise signal are uncorrelated [1, 2]. The noisy 

signal can be modeled as the sum of the clean speech 

signal and the noise [1] as 

 

𝑦(𝑛) = 𝑥(𝑛) + 𝑣(𝑛), 𝑛 ∈ (0,𝑁 − 1)             (1) 
 

Speech and other audio signals are time-varying 

signals. If we take the spectrum over the whole signal, 

then we get the average spectrum, but cannot see the 

individual phones or changes in fundamental 

frequencies.In real-time applications we also need to split 

up the signal in to segments such that we do not have to 

wait for the wholesentence to be finished before we can 

start processing. If we take the spectrum from small 

segments (windows) close to each other, we can then 

observe the spectral evolution of the signal. Such a 

representation is known as the spectrogram of a signal. 

When the spectrogram is calculated using windowing and 

the discrete Fourier transform it is called the short-time 

Fourier transform (STFT). Now STFT of the   noisy 

signal is represented by 

 

Y(K) = X(K) + V(K)                      (2) 

 
Multi Band Spectral Subtraction, involves different 

stages. In the first stage, the signal is windowed and the 

magnitude spectrum is estimated using the FFT. Secondly, 

the noise and speech spectra are split into different 

frequency bands and calculate the over-subtraction factor  

 

for each band. The third stage includes subtraction in 

individual frequency bands by readjusting the over 

subtraction factor. Lastly, the modified frequency bands 

are merged and the time domain signal is reconstructed 

with the aid of the overlap-add method and taking the 

IFFT. The advantage of pre-processing in this method is 

to decrease the variance of the spectral estimate and 

subsequently to reduce the residual noise. This algorithm 

re-adjusts the over-subtraction factor in each band. 

Therefore, the estimate of the clean speech spectrum in 

the jth Band is obtained by  

 

|𝑋 �̂�(K)|
2
=

{
 
 

 
 |𝑌𝑗(𝐾)|

2
− αj ∙ δj ∙ |𝑉�̂�(K)|

2
,

if |𝑋�̂�(K)|
2
> 𝛽 ∙ |𝑌𝑗(K)|

2
  else

     𝛽 . |𝑌𝑗(K)|
2

           (3) 

K𝑗 < 𝐾 < K𝑗+1 

 

The beginning and end frequency bins of the jth 

frequency band are given by K𝑗  and K𝑗+1 , the band 

specific over subtraction factor is given by 𝛼j as a 

function of the segmental SNR of corresponding band. 

The segmental SNR of jth Band can be computed as 

 

𝑆𝑁𝑅𝑗(𝑑𝑏) = 10𝑙𝑜𝑔10 (
∑ |𝑌𝑗(K)|

2𝐾𝑗+1
𝐾=𝐾𝑗

∑ |�̂�𝑗(K)|
2𝐾𝑗+1

𝐾=𝐾𝑗

)             (4) 

 

The 𝛼j can be calculated as 
𝛼𝑗             = 

{

𝛼𝑚𝑎𝑥,𝑖𝑓𝑆𝑁𝑅𝑗≤𝑆𝑁𝑅𝑚𝑖𝑛

𝛼𝑚𝑎𝑥 + (𝑆𝑁𝑅𝑗 − 𝑆𝑁𝑅𝑚𝑖𝑛) (
𝛼𝑚𝑖𝑛−𝛼𝑚𝑎𝑥

𝑆𝑁𝑅𝑚𝑎𝑥−𝑆𝑁𝑅𝑚𝑖𝑛
)

𝛼𝑚𝑖𝑛  , 𝑖𝑓𝑆𝑁𝑅𝑗 ≥ 𝑆𝑁𝑅𝑚𝑎𝑥 ,  𝑆𝑁𝑅𝑚𝑖𝑛 ≤ 𝑆𝑁𝑅𝑚𝑎𝑥  

′

𝑖𝑓    (5) 

 

Here 𝛼min=1, 𝛼max=5, SNR min = −10dB, SNR max= 10 

dB. The 𝛿j is additional band subtraction factors that 

provide an additional degree of control within each band. 

The value of   used in each band is empirically calculated 

as most of the speech energy is concentrated below 1 kHz 

[9],[14]. 

 

𝛿𝑗 =

{
 

 
1                     𝑓𝑗 ≤ 1𝑘𝐻𝑧                         

2.5   1𝑘𝐻𝑧 < 𝑓𝑗 ≤
𝐹𝑠

2
− 2 𝑘𝐻𝑧                 

1.5       𝑓𝑗 >
𝐹𝑠

2
− 2 𝑘𝐻𝑧                            

    (6) 

 

The negative values of the estimated spectrum are 

floored using spectral floor parameter β .To achieve 

minimum speech distortion in low frequency regions  

smaller values of 𝛿j is preferable and higher values of 𝛿j 

in high frequency regions. By reducing the variance of 

the frequency content of the speech,residual noise can be 

reduced in the enhanced speech. Hence, instead of using 

the power spectra of the signal, a smoothed version of the 

power spectra can be used. Average value of magnitude 

helps to help improve speech quality of the processed 

speech [9]. 
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III.  PROPOSED METHOD 

Fig.1 shows the block diagram of proposed method. In 

proposed method the spectrum of noisy speech signal can 

be divided into non over lapping bands in different 

frequency spacing methods using linear, mel and 

log .Spectra of speech signal provides many of the useful 

characteristics which are visible for analysis, based on 

that most of the speech enhancement techniques are 

implemented in spectral domain. The spectrum of a 

speech signal can be represented in three different ways 

by considering the power spectrum along a linear 

frequency scale, cepstrum using logarithm of a power 

spectrum represented along a logarithmic frequency scale 

and mel frequency scale. In case of colored noise, noise 

power spectral density changes according to the 

frequency which effects differently at various frequency 

bands. S.Kamath [9] proposed speech enhancement 

method for colored noise with linear spacing. The 

proposed method uses three different ways of spectrum 

representation along linear, logarithm and mel frequency 

scales and then spectral subtraction is performed by 

dividing the spectrum into non-overlapping frequency 

bands generally 1-8.In [9] Kamath suggested that 

markable improvements can be  observed when the bands 

are increased from 1-4 and smaller changes in 

performance measures from 5-8 bands. In the proposed 

method number of bands are selected as 4 along three 

different Frequency scales of a spectrum. 

 

 

Fig.1, Block Diagram of Proposed Method 

A. Linear Frequency spacing: 

In linear frequency spacing, the spectrum of a time-

signal x(n) can be obtained with the discrete Fourier 

transform. The Fourier transform is usually implemented 

with the Fast Fourier Transform (FFT) to reduce the 

number of additions and multiplications. The FFT of the 

signal x(n) is given by 

 

X(K) = ∑ 𝑥(𝑛)𝑁−1
𝑛=0 𝑒−𝑗𝑤𝑛𝐾                       (7) 

 

In speech enhancement applications, magnitude 

spectrum |X (K) |is more important to perception than 

phase, as phase information does not perceived by the 

human ear. To see the energy or power of the signal, we 

take the square of the absolute magnitude value|X (K) |2. 

This is known as the power spectrum. Experiments 

shown that human auditory system has better resolution 

at low frequencies than at high frequencies [12].For 

example it is easy to distinguish between 100Hz and 110 

Hz but extremely at 1KHz and 1.01 KHz. Due to this 

audio devices like audio equalizers requires very high 

resolution at low frequencies  than at high frequencies. 

Logarithmic frequency scale is a good approximation for 

this assuming that frequency specifications are viewed as 

uniform [12]. 

B. Logarithmic Frequency Spacing: 

The logarithmic spectrum is a good domain in the 

sense that it roughly corresponds to the sensitivity of 

perception. However, the overall shape of the logarithmic 
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power spectra is often a smooth shape. Logarithmic 

frequency representation plays an important role in many 

audio and acoustic signal processing applications. 

Frequency specifications on a log scale are given in fixed 

multiplicative increments .one standard unit of such 

increment is an octave[12]. A k-octave specification is 

the one whose frequency response is given on the set of 

frequencies f0,2
k f0, 2

2k f0  etc. An auditory system is one 

which can perceive over a dynamic range from pin to 

aero plane. The most suitable method to represent this 

range of loudness is in decibels (dB) ,defined as 20 

log10(X(K)). dB is also called as standard scale to 

represent the changes in magnitude in frequency 

response .Loudness is also perceived on a dB scale, for 

instance increasing the signal level from 20dB to 30 dB, 

doubles the perceived loudness. In addition to the 

fundamental frequency, the log-spectrum contains other 

useful information also. In logarithmic frequency spacing, 

the Centre frequencies are distributed logarithmically 

over the speech bandwidth. Logarithmic spacing is 

widely used in cepstrum analysis of speech signal[13]. 

Table.1 The centre frequencies for the corresponding frequency spacing 

methods 

No.of 

Bands 

 

Center Frequencies (kHz) 

Linear Spacing Logarithmic 

Spacing 

Mel Spacing 

1 2 2.0005 2.5798 

2 1,3 0.0321, 2.0316 1.2476, 2.9208 

3 0.6667,2.0, 

3.3334 

0.0084,0.1339, 

2.1260 

0.8058,1.7133, 

3.1335 

4 0.5, 1.5, 

2.5, 3.5 

0.0045,0.0356, 

0.2831,2.2515 

0.5915,1.1911, 

2.0492,3.2772 

5 0.4, 1.2,  

2.0, 2.8, 

 3.6 

0.0031,0.0164, 

0.0863,0.4532, 

2.3807 

0.4661,0.9066, 

1.5006,2.3012, 

3.3804 

6 0.3333,1.0, 

1.6667,2.3333, 

3.0,3.6667 

0.0025,0.0099, 

0.0396,0.1576, 

0.6280,2.5020 

0.3841,0.7295, 

1.1757,1.7520, 

2.4964,3.4580 

7 0.2857,0.8571, 

1.4286,2.0, 

2.5714,3.1429, 

3.7143 

0.0021,0.0070, 

0.0228,0.0747, 

0.2442,0.7986, 

2.6116 

0.3264,0.6092, 

0.9630,1.4056, 

1.9592,2.6519, 

3.5184 

8 0.25,0.75, 

1.25,1.75, 

2.25,2.75, 

3.25,3.75 

0.0019,0.0054, 

0.0152,0.0428, 

0.1208,0.3407, 

0.9607, 2.7092 

0.2838,0.5225, 

0.8138,1.1693, 

1.6031,2.1325, 

2.7785, 3.5668 

C. Mel Frequency Spacing: 

The mel scale is a perceptual scale of pitches judged by 

listeners to be equal in distance from one another.The 

reference point between this scale and normal frequency 

measurement is defined by assigning a perceptual pitch of 

1000 mels to a 1000Hz tone, 40dB above the listener’s 

threshold. Above about 500Hz, increasingly large 

intervals are judged by listeners to produce equal pitch 

increments. As a result, four octaves on the hertz scale 

above 500Hz are judged to comprise about two octaves 

on the mel scale. The name mel comes from the word 

melody to indicate that the scale is based on 

pitchcomparisons. In frequency domain the subjective 

perception of speech is non-linear for this mel –frequency 

spacing can be used. A mel-scale is a non –linear scale by 

dividing the frequency range into 31 bands as proposed in 

[10].The mel is a psychoacoustic unit of measure for the 

perceived pitch by the human ear. The mapping between 

the mel scale and the real frequencies is non-linear human 

ear. 

A popular formula to convert f  hertz into m mel is 

 

𝑚 = 2595 log10 (1 +
𝑓

700
)                       (8) 

 

The centre frequencies [9] for the corresponding 

frequency spacing methods are given in Table 1. 

 

IV.  RESULTS AND CONCLUSIONS 

This section gives the performance evaluation of the 

proposed method with three different frequency spacing 

methods (linear, mel, log), by using four number of bands. 

Simulations were performed in the MATLAB 

environment. NOIZEUS is used as a speech corpus which 

is available at [16] and used by the most of the 

researchers, containing 30 sentences of six different 

speakers, three are male and other three are female 

speakers originally sampled at 25 KHz and down 

sampled to 8 KHz with 16 bits resolution quantization.  

Clean Speech is distorted by eight different real-world 

noises (babble, airport, station, street, exhibition, 

restaurant, car and train) at three distinct ranges of input 

SNR (0dB, 5dB, 10dB). In this algorithm speech sample 

is taken from a male speaker, English sentence is ”we can 

find joy in the simplest things”. In Simulation, the 

speech signal is divided into frames of 20 ms duration 

using Hamming window with 50% overlapping. An 

accurate method to evaluate speech quality in presence of 

Noise is through Subjective Listening tests but it is more 

time consuming. Subjective listening tests can be 

conducted according to ITU-T [16]. To predict speech 

quality of speech enhancement techniques in presence of 

noise several objective quality measures are available in 

the literature. Comparison of original clean speechand 

enhanced speech signals by a group of listeners on a 

predetermined scale is known as subjective quality 

evaluation [18]. One can use objective evaluation to 

quantify the quality between the original clean and 

enhanced speech signals using mathematical equations 

[19]. This paper presents the performance evaluation 

based on different quality measures which are Cepstrum  

Distance [17], Log Likelihood Ratio [19], Weighted 

Spectral Slope Distance (WSSD) [19], segmental-SNR 

[20] and Perceptual Evaluation of Speech Quality  (PESQ) 

[16],[24] measures. 

A.  Cepstrum Distance(CD) 

Log Spectral distance between two spectra based on 

cepstrum coefficients. A measure based on cepstrum 

coefficients can be calculated as [17] 
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𝐶𝐷(𝑐𝑥, 𝑐𝑥) =
10

𝑙𝑜𝑔10
√2∑ (𝐶𝑥(𝑘) − 𝐶𝑥(𝑘))

2𝑝
𝑘=1         (9) 

 

Cepstrum Coefficients of the clean and enhanced signals 

are given by Cx(K) and Cx̂(K)and the cepstrum values 

were limited in the range of [0,10]. 

B.  Log Likelihood Ratio(LLR) 

𝐿𝐿𝑅(𝑎𝑥⃗⃗⃗⃗⃗, �⃗�𝑥) = 𝑙𝑜𝑔 (
�⃗⃗��̂�𝑅𝑥�⃗⃗��̂�

𝑇

�⃗⃗�𝑥𝑅𝑥�⃗⃗�𝑥
𝑇)                  (10) 

 

�⃗�𝑥  , �⃗�𝑥
𝑇 are the LPC coefficients of the Clean and 

enhanced  signals. Rx is the autocorrelation matrix of the 

Clean signal .In LLR denominator term is always lower 

than numerator therefore LLR is always positive [19]and 

the LLR values are in the range of (0-2). 

C.  Weighted Spectral Slope Distance(WSSD) 

This measure can be evaluated as the weighted 

difference between the spectral slopes in each band can 

be computed using first order difference 

operation[19].Spectral slopes in each band of clean and 

enhanced signals are given by 

 

𝑊𝑆𝑆𝐷 =
1

𝑀
∑

∑ 𝑊(𝑗,𝑚)(𝑋𝑥(𝑗,𝑚)−𝑋�̂�(𝑗,𝑚))
2𝐾

𝑗=1

∑ 𝑊(𝑗,𝑚)𝐾
𝑗=1

  𝑀−1
𝑀=0      (11) 

D.  Segmental SNR (seg-SNR) 

To improve the correlation between clean and 

processed speech signals summation can be performed 

over each frame of the signal [20] this results in 

segmental SNR  and this leads better results when 

compared to global SNR. The segmental Signal-to-Noise 

Ratio (seg-SNR) in the time domain can be expressed as 

 

𝑆𝑁𝑅𝑠𝑒𝑔 =
10

𝑀
∑ 𝑙𝑜𝑔10
𝑀−1
𝑀=0

∑ 𝑥2(𝑛)𝑁𝑚+𝑁−1
𝑛=𝑁𝑀

∑ (𝑥(𝑛)−�̂�(𝑛))2𝑁𝑚+𝑁−1
𝑛=𝑁𝑀

    (12) 

 

Here 𝑥(𝑛)represents the original clean speech signal. 

�̂�(n)is the enhanced signal, frame length is given by N 

and the number of frames is given by M.The geometric 

mean of all frames of the speech signal is seg-SNR [19], 

seg-SNR was limited in the range of [-10, 35dB] . 

E.  Perceptual Evaluation Of Speech Quality (PESQ) 

One among the objective quality measures which 

provides an accurate speech quality recommended by 

ITU_T [16], [24] which involves more complexity in 

computation. A linear combination of average 

asymmetrical disturbance A ind and average disturbance 

Dind is given by PESQ. 

 

 

 

 

 

 

 

 

 

PESQ=4.754-0.186D ind-0.008 A ind            (13) 

 

 

Fig.2. Cepstrum Distance Measure 

 

Fig.3. Log Likelihood Measure 

 

Fig.4. WSSD Measure 
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Fig.5. Segmental SNR Measure 
 

Fig.6. PESQ Measure 
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Fig.7. Time domain and spectrogram representation of Clean ,Noisyand enhanced speech signals for linear,mel and logarithmic frequency spacing 

Table.2 Performance measures of proposed method with three different frequency spacing methods using Four bands 

Type 

Noise 

SNR 

(dB) 

CD LLR WSSD Segmental SNR PESQ 

Linear mel log Linear mel log Linear Mel Log Linear Mel Log Linear mel log 

Airport 

Noise 

0dB 6.65 6.86 6.03 1.15 1.17 0.90 57.0 58.6 59.5 -2.18 -2.20 -1.75 1.86 1.84 1.98 

5dB 5.01 5.07 4.93 0.74 0.75 0.68 52.8 52.3 57.2 -1.12 -1.14 -0.80 2.44 2.44 2.52 

10dB 4.75 4.76 4.67 0.79 0.72 0.65 45.7 44.8 54.6 1.18 1.26 1.70 2.55 2.56 2.55 

Babble 

Noise 

0dB 6.47 6.59 6.14 1.18 1.18 1.01 61.0 61.3 64.2 -2.60 -2.60 -2.17 1.82 1.82 1.87 

5dB 5.77 5.81 4.61 0.98 0.99 0.87 46.2 47.0 49.3 -0.54 -0.55 -0.23 2.23 2.22 2.23 

10dB 4.59 4.62 4.51 0.66 0.68 0.61 39.8 39.8 46.1 0.58 0.57 1.28 2.71 2.72 2.72 

Car 

Noise 

0dB 6.45 6.65 5.6 1.21 1.19 0.88 49.7 50.2 48.4 -2.45 -2.48 -1.96 1.75 1.75 1.95 

5dB 5.76 5.99 5.01 1.02 1.02 0.74 40.6 40.6 41.4 -0.04 -0.07 0.45 2.20 2.18 2.38 

10dB 4.89 5.04 4.42 0.76 0.77 0.58 34.7 35.3 37.5 1.57 1.53 2.24 2.62 2.61 2.74 

Exhibit

ion 

Noise 

0dB 6.49 6.5 5.49 1.28 1.23 0.95 50.0 51.3 52.2 -2.16 -2.16 -1.40 1.65 1.64 1.88 

5dB 5.73 5.89 5.04 1.01 1.01 0.77 42.8 44.6 47.5 -0.28 -0.31 1.74 2.21 2.21 2.27 

10dB 4.98 5.07 4.49 0.78 0.79 0.63 44.1 44.7 47.1 0.93 0.89 1.62 2.48 2.49 2.42 

Restaur

ant 

Noise 

0dB 5.82 5.96 5.68 0.95 0.97 0.88 67.0 66.4 70.6 -3.29 -3.27 -2.69 2.01 2.01 2.03 

5dB 6.05 6.07 5.98 0.93 0.95 0.91 59.1 59.9 68.5 -2.18 -2.18 -1.87 2.18 2.19 2.11 

10dB 4.64 4.71 4.59 0.63 0.67 0.63 48.6 47.9 59.0 -0.01 -0.01 0.25 2.65 2.67 2.67 

Station 

Noise 

0dB 6.39 6.44 6.46 1.12 1.12 1.14 78.0 77.7 85.8 -3.51 -3.57 -3.19 1.75 1.75 1.77 

5dB 5.81 5.87 5.03 1.04 1.03 0.75 44.3 43.5 45.7 -0.54 -0.55 -0.32 2.16 2.17 2.42 

10dB 5.17 5.38 4.83 0.78 0.83 0.66 42.5 43.5 47.2 1.50 1.95 2.96 2.69 2.66 2.70 

Street 

Noise 

0dB 6.52 6.71 5.99 1.22 1.20 0.99 55.4 56.1 60.8 -2.75 -2.76 -2.23 1.76 1.70 1.86 

5dB 5.69 5.61 5.39 0.93 0.90 0.85 49.3 48.8 56.9 -1.95 -1.93 -1.61 2.14 2.14 2.14 

10dB 4.01 3.97 3.96 0.59 0.57 0.58 34.6 33.9 35.5 -0.15 -0.19 -0.26 2.59 2.60 2.60 

Train 

Noise 

0dB 6.32 6.26 5.97 1.17 1.14 1.01 53.7 54.0 59.7 -1.96 -2.02 -1.73 2.09 1.73 1.64 

5dB 5.66 5.65 5.18 1.01 0.97 0.82 41.9 43.6 45.6 0.01 0.01 0.13 2.13 2.14 2.29 

10dB 4.9 4.9 4.75 0.72 0.71 0.66 37.4 38.1 40.6 1.16 1.16 1.83 2.51 2.51 2.47 

 

The evaluation of the subjective quality of the 

proposed method reported in this section with three 

different frequency spacing methods .The proposed 

method is compared in terms of Cepstrum Distance, Log 

Likelihood Ratio, Weighted Spectral Slope Distance, 

segmental SNR and Perceptual Evaluation of Speech 

Quality, by taking average over all eight different types 

of noises over three SNRs. Table 2 shows the 

comparisons of the objective quality measures for linear, 

mel, log frequency spacing methods and the same can be 

observed from the figure2 to figure 6. From figures 2&3 

it can be concluded that Cepstrum Distance and Log 

Likelihood Ratio are minimum for logarithmic frequency 

spacing when compared to others. Higher the values of 

segmental SNR and PESQ shows the superior 

performances of logarithmic frequency spacing as shown 

in figures 5&6. The only limitation of logarithmic 

frequency spacing was its poor performance in terms of 

Weighted Spectral Slope Distance which can be observed 

in figure 4. Linear frequency spacing method shows its 

performance in terms of Itakura Saito given in [9]. 

Finally from the results it can be observed that 

logarithmic frequency spacing method shows its 

consistent performance against Cepstrum Distance, Log 

Likelihood Ratio, Segmental SNR and Perceptual 

Evaluation of Speech quality. Therefore it should be 

noted that among three different frequency spacing 

methods, one should be selected to meet the requirement 

based on the application. Spectrograms are the time–

frequency representation of speech signals which were 

shown in figure 7 shows spectrogram of enhanced speech 
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is closer to clean  speech for logarithmic  and mel  

frequency spacings. 
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