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Abstract: Mango plays a major role in the Agro industry and it is a very popular fruit to most of the people due to its 

flavor and taste. There are many varieties of mangoes that are differentiable based on their various characteristics. 

Sometimes it is difficult and time consuming for general people or farmers to categorize the mango into different types 

due to intra-class variation among various types of mangoes. This paper has proposed an automatic system to recognize 

mangoes thus it becomes convenient to identify various types of mangoes. In this method, mangoes are recognized into 

different categories based on variance analysis or data dispersion measures. Measures include five number summary, 

variance, mean deviation, skewness, coefficient of variation which are used as features. From both training and query 

images, feature vectors are created. Correlation is used to recognize mangoes into various categories. The proposed 

method shows better result than some existing methods. 

 

Index Terms: Image Processing, Variance,  Correlation, Feature Vector, Mango Recognition. 

 

1. Introduction 

Mango is one of the most common and flavorsome fruit in most continents, particularly in Asia. It is a tropical fruit 

that matures on very large trees. Mangoes have a variation of colors including red, green, and yellow [1]. This fruit is 

native to India, Bangladesh, and Pakistan [1]. There are different varieties of mangoes in the world. These varieties are 

categorized by various specialized agronomists. But it is hard to identify mango types by common people. They usually 

consult with specialists, query with mango guidebooks or browse relevant web pages through keywords searching to 

know the names or characterizations of mango [2]. 

Nowadays it is a very difficult task of computer vision to recognize object from image. An automatic classification 

system can solve the problem of object classification. Mango classification is not a very easy task because different 

varieties of mangoes contain intra-class similarity and inter-class variation. Some mangoes are well formed and some 

are deformed. So it is a challenging task to recognize various types of mangoes automatically.  

The main objective of the proposed system is to develop an automatic mango recognition system using image 

processing and data mining techniques. The pospoded method highlights the classification issue because different types 

of mangoes has  different market demand. Variance analysis or data dispersion measures are used for feature extraction 

and correlation is applied for mango recognition. The proposed system is able to correctly classify various types of 

mangoes which helps the farmer of rural areas without the help of agriculturalists. Some papers, such as [9] performed 

mango grading only based on quality, maturity, and size but did not classify mango. Some papers [3][7] performed the 

classification works but their accuracy is lower than the proposed method.   

The remainder of this paper is organized as follows. In section II, some existing works are discussed. The proposed 

method is described in detail in section III, experimental results are presented in section IV, and finally, the paper ends 

with the conclusion in section V. 

2. Related Works 

Several types of researches are related to mango classification. Behera et al. [3] classified different types of 

mangoes like Langra, Amprapali, Himsagar, Kesar. For this, at first, the images were preprocessed by median filter. 

Then K-means clustering was used for image segmentation and features were extracted from the segmented images. 

Contrast, correlation, homogeneity, energy, mean, standard, deviation, entropy, RMS, variance, smoothness, kurtosis, 

skewness, and IDM were used as features. For classification, they used multiclass SVM. The methodology acquired 

around 90% accuracy.  



38 Variance Analysis Based Mango Recognition Using Correlation Distance  

Copyright © 2020 MECS                                                        I.J. Image, Graphics and Signal Processing, 2020, 5, 37-43 

Dameshwari et al. [4] developed a methodology for identifying defect and maturity of mangoes. They performed 

several preprocessing steps including background subtraction and RGB to Gray conversion. They implemented two 

different algorithms for defect detection and maturity specification. For defect detection, the ratio of the defected area 

was calculated from binary image and a certain threshold was set for making decision. For maturity identification, the 

contour line was extracted and the decision was made about the maturity of mangoes from matrix difference. 

Anurekha et al. [5] used GANFIS (Genetic Adaptive Neuro Fuzzy Inference System) technique for grading of 

mangoes and identifying them efficiently. At first, adaptive median filter was applied to eliminate the noise from the 

images. The proposed GANFIS based algorithm used genetic algorithm to read the input images and extracted the shape, 

size, and texture features. These extracted features were used to make covariance matrix and LBP (Local Binary 

Pattern). These features were used to develop neural network for classification and the fuzzy rules are applied on each 

level of neurons. 

Roomi et al. [6] proposed an algorithm for classifying several types of mangoes such as Totapuri, Alfonza, and 

Rumani. They converted the RGB images into HSV color spaces and Region of Interest was extracted from the 

converted image using Otsu’s method. Different features like translation, rotation and scale invariant shape which are 

time invariant features were extracted from image. The research mainly focused on object contour modeling which was 

used for automatic selection of apriori probability. Some region based descriptors such as major axis length, minor axis 

length were also extracted and from them, eccentricity and area to square perimeter were calculated. Bayes classifier is 

used for classification. 

Abbas et al. [7] developed a mango classification system using shape and texture feature. They also used MaZda 

package along with the B11 program [8] which can be used for texture analysis and visualization. The set of different 

mango types with different lengths and widths were trained by the B11 model. Then Region Of Interest (ROI) technique 

was used to extract various texture features and then, data processing was performed through Lobe Component Analysis 

(LCA), Linear Discriminant Analysis (LDA) and Nonlinear Discriminant Analysis (NDA) to extract texture feature. 

These features were stored in the B11 database. Finally the classification was performed using size, texture and shape 

features along with the B11 program. They used total 22 mangos of 7 types for training and 6 images for testing. The 

accuracy of their system was 83%.  

Rashmi Pandey et al. [9] proposed a system which is divided in two halves: First part discussed selecting healthy 

mangoes and then classifying it into ripe and unripe category. Second part talked about grading mangoes based on its 

size. CIELAB color model with Dominant density range method was used for color feature extraction which easily 

discriminate color and classify healthy and diseased mangoes. Then Healthy mangoes were classified into ripe and 

unripe category using the same method. Then size measure was evaluated using fuzzy expert system for grading of 

mango. Size feature was calculated using ellipse properties in order to classify in different grades. At final stage, size 

feature was fed to fuzzy expert system for grading. The whole system achieved 97.47% average accuracy.  

3. Proposed Method 

The proposed system focuses on recognizing various types of mango. The steps that are followed to execute the 

proposed method is shown in the following: 

 

Step 1:  Load the image dataset. 

Step 2: Find the data dispersion measure by extracting five number summary, variance, mean deviation, skewness, 

coefficient of variation of the image and create feature vector. 

Step 3: Store the features in a database. 

Step 4: Load stored feature values which are stored in database of Step 3. 

Step 5: Load the query image folder. 

Step 6: Extract feature from query image and create feature vector as described in Step 2. 

Step 7: Find the correlation between images in the dataset and query images using their extracted features. 

Step 8: Select the class of the image of the dataset as the predicted class of the query image which is mostly 

correlated with the query image. 

 

The system architecture of the proposed method is shown in Fig. 1 and we describe in the following how the steps of 

our proposed method is performed for automatic recognition of various mango types. 
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Fig.1. System architecture of of the proposed system 

The proposed system inovolves two phases. In first phase, features of the mangoes in the dataset are extracted and 

stored in database which is used in the second phase to find the correlation with the feature of the query image.  

A. Phase 1 

Some common steps such as image acquisition, preprocessing, and feature extraction are the parts of both phases. 

These steps are described in the following. 

1) Image Acquisition  

The mango images are collected from field and some images are collected from Internet. The collected images are 

taken as input image in RGB (Red, Green, and Blue) form. Different types of mango samples are shown in Fig. 2. 

 
 

                                  

a b c 

 

Fig.2. Sample of  (a) Badami (b) Kesar (c) Totapuri mango types 

2) Image Preprocessing 

The images which are obtained from image acquisition may not be suited for next step. So preprocessing is 

necessary. The captured images are in RGB color space which is one of the models of color images [10]. Since RGB 

color space depends on the individual devices, so it is mapped to grayscale image. 

3) Feature Extraction 

Feature plays an important role in describing a large set of data. It reduces the amount of resources required to 

describe a large set of data. For this proposed mango recognition system, data dispersion measures are used as features. 

These measures are used to assess the variance or spread of numeric data [11]. It includes five number summary, 

variance, mean deviation, skewness, coefficient of variation. 

Five Number Summary: The five number summary of a distribution consists of the median (Q2), the quartiles Q1 

and Q3, and the smallest and largest individual observations, written in the order of Minimum, Q1, Median, Q3, and 

Maximum. Quantiles are points taken at regular intervals of a data distribution and divide it into essentially equal-size 

consecutive sets. The 2-quantile data point divides the lower and upper halves of the data distribution. It refers to the 

median. The 4-quantiles are the three data points and they split the data distribution into four equal parts, each part 

represents one-fourth of the data distribution. They are more commonly referred to as quartiles. The 100-quantiles are 

known to as percentiles and they divide the data distribution into 100 equal-sized consecutive sets. The median, 

quartiles, and percentiles are the most commonly used forms of quantiles. The quartiles represent an indication of a 

distribution’s center, spread, and shape. 
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The 1st quartile (Q1) is the 25th percentile. It cuts off the 25% of the data. The 3rd quartile (Q3) is the 75th 

percentile. The 2nd quartile (Q2) is the 50th percentile, also known as median. 

Variance: The variance of 𝑁 observations, 𝑥1, 𝑥2, … 𝑥𝑛 for a numeric attribute 𝑋 is 

 

                             𝜎2 =
1

𝑁
∑ (𝑥𝑖 − µ)2      𝑁

𝑖=1                                                                      (1) 

 

Mean deviation: The mean deviation is defined is the arithmetic mean of the absolute deviation from the means 

and calculated as 

 

             𝑚𝑒𝑎𝑛 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 =
∑ |𝑥𝑖−µ|𝑁

𝑖=1

𝑁
                                                                   (2) 

 

where µ is the arithmetic mean of the values and 𝑁  is the total number of values. This value will be greater for 

distributions with a larger spread. 

Skewness: A common measure of skewness 

 

               𝑠𝑘𝑒𝑤𝑛𝑒𝑠𝑠 =
𝑥−𝑚𝑜𝑑𝑒

𝑠
                                                                           (3) 

 

This indicates how far (in standard deviation, 𝑠) the mean (𝑥) is from the mode and whether it is greater or less 

than the mode. 

Coefficient of variation: The coefficient of variation is the standard deviation expressed as a percentage of 

arithmetic mean and is calculated as 

 

            𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑜𝑓 𝑣𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛 =
𝑠

𝑥
× 100                                                           (4) 

 

The variability in groups of observations with widely differing means can be compared using this measure. 

4) Creating Feature vector and store in database 

After extracting features using data dispersion measures, feature vector is created for each image and store these in 

a database. 

B. Phase 2 

The preprocessing and feature extraction of query images are same as phase 1. A feature vector is created using 

data dispersion measure and it is used to identify the class of the query image by comparing it with image in the 

database. 

A correlation is a statistical measure of the association between two variables. The measure is top used in variables 

that prove a linear relationship between each other [12]. The correlation coefficient that indicates the strength of the 

relationship between two images is found using the following formula. 

 

     𝑟𝑥𝑦 =
∑(𝑥𝑖−𝑥̅)(𝑦𝑖−𝑦̅)

√∑(𝑥𝑖−𝑥̅)2 ∑(𝑦𝑖−𝑦̅)2
                                                                       (5) 

 

where 𝑟𝑥𝑦 is the correlation coefficient of the linear relationship between the known image in the daatset, 𝑥, and the 

query image, 𝑦. 𝑥𝑖 is the values of the image 𝑥 in a sample, 𝑥̅ is the mean of the values of 𝑥, 𝑦𝑖  is the values of the 

image 𝑦 in a sample, 𝑦̅ is the mean of the values of 𝑦. 

4. Experimental Results 

The experiment is performed to recognize the mango into three types: Badami, Kesar, and Totapuri. We have used 

total 580 samples of mango images from the dataset [13] where 151 samples belong to Badami, 136 samples belong to 

Kesar, and 193 samples belong to Totapuri. So, the training set contains total 480 samples of mango images. In 

preprocessing steps, the images are resized into 640×480 pixels and converted from RGB to Gray. Then features are 

extracted using variance analysis. Here we extract 9 features and they are five-number summary (minimum, Q1, median 

(Q2), Q3, and maximum), variance, mean deviation, skewness, coefficient of variation. A feature vector is created using 

these features and they are stored in a database. To evaluate the performance of the proposed method, 100 samples of 

mango images are used for testing. The query images also consist of three categories where 40 images are Badami, 25 

images are Kesar, and 35 images are Totapuri. According to the phase 1, the preprocessing and feature extraction 

phases are performed for the query images. Finally, the correlation measure is used to recognize mango. This measure is 

computed for feature vectors of all images of the database with feature vector of query images. The class of the most 
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correlated image from the training images is considered as the predicted class of the query image. The User Interface 

(UI) of whole process of experiment is shown in Fig. 3. 

 

 

Fig.3. User interface of the proposed method 

Some samples of training image features which are extracted using variance analysis and saved in excel file are 

shown in Fig. 4. The mango types for all query images are also saved in excel file. The output for some sample query 

images is shown in Fig. 5. 

 

 

Fig.4. Sample features of training images 

 

Fig.5. Some sample output of query images 

The performance of the proposed system is measured from confusion matrix. A confusion matrix is a table that is 

often used to describe the performance of a classification model (or “classifier”) on a set of test data for which the true 

values are known [14]. From a confusion matrix TP (True Positive), FP (False Positive), TN (True Negative), and FN 

(False Negative) values can be found. The diagonal values of the confusion matrix represent the number of images that 

are correctly recognized and non-diagonal values represent the images that are misclassified [15]. The values of 

confusion matrix are calculed from the output file which is shown partly in Fig. 5. Table 1 shows the confusion matrix 

of our mango dataset.   

Table 1. Confusion Matrix 

Type of Mango Badami Kesar Totapuri 

Badami 38 0 2 

Kesar 0 25 0 

Totapuri 7 0 28 
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The individual success rate of various types of mango is shown in Fig. 6. 

 

 

Fig.6. Performance measure of various types of mango recognition 

The success rate and misclassification rate of the proposed method is evaluated from the following. 

 

𝑠𝑢𝑐𝑐𝑒𝑠𝑠 𝑟𝑎𝑡𝑒 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
 



           misclassification rate = 100 − 𝑠𝑢𝑐𝑐𝑒𝑠𝑠 𝑟𝑎𝑡𝑒


Using (6) we get the following success rate of our system for recognizing various types of mango: 

 

     𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
38 + 25 + 28

40 + 25 + 35
× 100% = 91%     

 

So, we can say that the overall accuracy of our proposed method is 91% and misclassification rate is 9%, which is 

better than some exsiting methods such as [3][7].  

5. Conclusion 

Image processing is a vast area which is growing day by day. It is really helpful for automatic object detection and 

classification of different objects. Recognition of three types of mangoes viz Badami, Kesar, and Totapuri is presented 

in the experiments of the proposed method. This recognition process is done based on variance analysis and correlation, 

and the result shows better results than some existing mthods in case of mango classification. It will be very helpful for 

farmers to identify different types of mangoes efficiently and accurately. We have experimented on three categories of 

mangoes, in future, the number of mango samples and more categories of mangoes can be added to expand the area of 

identification of mangoes.   
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