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Abstract— In this paper, we introduce a face recognition 

algorithm based on doubly truncated multivariate 
Gaussian mixture model with DCT under logarithm 

domain. In face recognition, the face image is subject to 

the variation of illumination.  The effect of illumination 

cannot be avoided by mere consideration of DCT 

coefficients as feature vector.  The illumination effect can 

be minimized by utilizing DCT coefficients under 

logarithm domain and discarding sum of the DCT 

coefficients which represents the illumination in the face 

image.  Here, it is assumed that the DCT coefficients 

under logarithm domain after adjusting the illumination 

follow a doubly truncated multivariate Gaussian mixture 

model.  The truncation on the feature vector has a 

significant influence in improving the recognition rate of 

the system using EM algorithm with K-means or 

hierarchical clustering, the model parameters are 

estimated.  A face recognition system is developed under 

Bayesian frame using maximum likelihood.  The 

performance of the system is demonstrated by using the 
databases namely, JNTUK and Yale and comparing it’s 

performance with the face recognition system based on 

GMM.  It is observed that the proposed face recognition 

system outperforms the existing systems.  

 
Index Terms— Face recognition system, EM algorithm, 

Doubly truncated multivariate Gaussian mixture model, 

DCT coefficients under logarithm domain 
 

I. INTRODUCTION 

Illumination normalization is an important task in the 

field of computer vision and pattern recognition.  The 

effect of illumination on face became a very challenging 

task in face recognition area, especially for appearance-

based approaches.  The same person can be seen greatly 

different under varying lighting conditions.  A number of 

illumination invariant face recognition approaches have 

been proposed in the past years. It has been proven, both 

experimentally and theoretically that, in face recognition, 
illumination gives more effect on the face compared to 

the inherent differences between individuals (Adini et al., 

(1997) and Zhao et al.,(1999)). The performance of most 

existing algorithms is highly sensitive to this illumination 

variation.  To attack the problem of face recognition 

under varying illumination, several methods have been 

proposed (Annalisa et al., (2009), Athinodoros et al., 

(2001), Claudio et al., (2008) and Hazim et al., (2010)). 

Histogram equalization is the most commonly used 

approach. By performing histogram equalization, the 

histogram of the pixel intensities in the resulting image is 

flat. It is interesting that even for images with controlled 
illumination (such as face images in the XM2VTS 

database), applying histogram equalization still offers 

performance gain in face recognition (Short et al., (2006) 

and Gonzalez et al., (1992)).  Shan et al (2003) proposed 

Gamma intensity correction for illumination 

normalization. The corrected image G(x,y) can be 

obtained by performing an intensity mapping: 

G(x,y)= , where C is a gray stretch parameter, 

and  is the Gamma coefficient. 

In homomorphic filtering approach the logarithm of 

the equation of the reflectance model is taken to separate 

the reflectance and luminance. The reflectance model 

often adopted is described by I(x,y)=R(x,y)*L(x,y), 

where I(x,y) is the intensity of the image, R(x,y) is the 

reflectance function, which is the intrinsic property of the 

face, and L(x,y) is the luminance function. Based on the 

assumption that the illumination varies slowly across 

different locations of the image and the local reflectance 
changes quickly across different locations, a high-pass 

filtering can be performed on the logarithm of the image 

I(x,y) to reduce the luminance part, which is the low 

frequency component of the image, and amplify the 

reflectance part, which corresponds to the high frequency 

component (Gonzalez et al., (1992)). 
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Shan and ward et al., (2005) performed illumination 

normalization in the wavelet domain. Histogram 

equalization is applied to low-low subband image of the 

wavelet decomposition, and simple amplification is 

performed for each element in the other 3 subband 

images to accentuate high frequency components.  

Uneven illumination is removed in the reconstructed 

image obtained by employing inverse wavelet transform 

on the modified 4 subband images.  Xie and Lam et al., 

(2006) proposed an illumination normalization method 

which is called local normalization. They split the face 

region into a set of triangular facets, the area of which is 

small enough to be considered as planar patch. The main 
idea of this approach is to normalize the intensity values 

within each facet to be of zero mean and unit variance.  

Short et al., (2004) compared five photometric 

normalization methods, namely, illumination insensitive 

eigenspaces, multiscale Retinex method, homomorphic 

filtering, a method using isotropic smoothing to estimate 

luminance, and one using anisotropic smoothing (Gross 

et al., 2003). Each method is tested with/without 

histogram equalization helped in every case. It is shown 

that using an isotropic smoothing method as photometric 

normalization led to the most consistent verification 

performance for experiments across the Yale and 
XM2VTS databases (Bailly et al., (2003) and Messer et 

al., (1999)). Chen et at., (2004) employed DCT to 

compensate for illumination variation in the logarithm 

domain. The uneven illumination is removed in the 

image reconstructed by inverse DCT after a number of 

DCT coefficients corresponding to low frequency are 

discarded.  

In all these papers they considered that the feature 

vector (DCT coefficients in logarithmic domain) follows 

a Gaussian mixture model (GMM).  However, the GMM 

model can characterize the feature vector accurately only 
when it is meso kurtic and having infinite range.  But in 

many practical cases, the feature vector represented by 

DCT coefficients under logarithmic domain may not be 

meso kurtic and having finite range. It is observed that 

these DCT coefficients under logarithmic domain are 

asymmetrically distributed. Hence, to have a close 

approximation to characterize the DCT coefficients under 

logarithmic domain it is required to assume that the DCT 

coefficients under logarithmic domain (feature vector) 

follows a finite doubly truncated multivariate Gaussian 

mixture model. Very little work has been reported in 

literature regarding face recognition system based on 

DTMGMM using DCT coefficients under logarithm 

domain. 

In this paper, the pixel intensities of each individual 

face image in the database are pre-processed to eliminate 

illumination and to make normalization by considering 

logarithmic transformations.  The feature vectors of the 

DCT coefficients under logarithmic domain of the face 

image data are computed and modeled by using doubly 

truncated multivariate Gaussian mixture model.  The 

mixture model better represents the heterogeneous nature 

of different facial features of a person.  The model 

parameters are estimated by using Expectation 

Maximization algorithm (EM algorithm).  Since the EM 

algorithm requires initial estimates of the model 

parameters, K-means algorithm or Hierarchical clustering 

algorithm or Hierarchical clustering algorithm is used to 

initialization of parameters. 

The paper is structured as follows. Section II 

summarizes feature extraction using DCT in logarithm 
domain, Section III summarizes truncated Gaussian 

mixture face recognition model, Section IV summarizes 

the estimation of parameters using EM Algorithm, 

Section V summarizes initialization of model parameters 

and Section VI summarizes the face recognition 

algorithm, experimental results are given in Section VII, 

comparative study is presented in Section VIII and finally 

conclusions are presented in Section IX. 

II. FEATURE EXTRACTION USING DCT IN 

LOGARITHM DOMAIN 

In this section we briefly discuss the feature vector 
extraction of a face recognition system under logarithm 

DCT domain. Several methods have been adopted to 

remove the illumination variation in the face images 

while keeping the main facial features unchanged (Chen 

et al., (2006), Adini et al., (1997), Hafred and Lavin 

(2001)). Among these features illumination normalization 

approach is more efficient compared to other methods.  

The basic idea in this method is that illumination 

variations can be significantly reduced by truncating low-

frequency DCT coefficients in logarithmic domain.  

Logarithmic transformation is in general is used to 

enhance the value of dark pixels (Kalpana et al., (2010)) 

have shown the reasons for adopting DCT coefficients 

under logarithmic domain.  Since, the reflectance is a 

stable characteristic of the facial feature, the image gray-

level can be characterized by the product of reflectance 

and illumination i.e.,  

 

This implies, 

 

where, f(x,y) is gray level of the image pixel. r(x,y) is 

reflectance and e(x,y) is illumination.   

From this, illumination variation can be well 

compensated by adding or subtracting the compensation 

term in the logarithmic domain, if we know that 

illumination variation is present in the facial image. 

Illumination variations usually lie in the low frequency 

band.  Therefore, the low frequency components of the 

face image can be removed by making the low frequency 

DCT coefficients as zero (Weilong et al., (2004)). if n 

frequency DCT coefficients are set to zero we have 

 

                                     (1) 
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where, 

 

Here, the term E(u,v) is considered as the illumination 

compensation term.  The term 
 
is the desired 

normalized face image in the DCT logarithmic domain. 

The DCT coefficients can be computed by using the 

method given in Conrad Sanderson et al., (2003).  By 

adopting DCT coefficients in the logarithmic domain the 

illumination variations can be minimized.  The first DCT 

coefficient in general determined the overall illumination 

of a face image.  Therefore the required uniform 

illumination of the image can be obtained by setting these 

DCT coefficients to the same value i.e., 

, where, C(0,0) is the DCT 
coefficient in the logarithmic domain. 

After obtaining the significant DCT coefficients of 

face image the feature vector        xi 
 T 

consisting of facial features of the face image, feature 

vector, can be modeled. 

III. DOUBLY TRUNCATED MULTIVARIATE 

GAUSSIAN MIXTURE FACE RECOGNITION 

MODEL 

In this section we briefly discuss the probability 

distribution (model) used for characterizing the feature 
vector of the face recognition system. After extracting the 

feature vector of each individual face it can be modeled 

by a suitable probability distribution such that the 

characteristics of the feature vector should match the 

statistical theoretical characteristics of the distribution. 

Since each face is a collection of several components like 

mouth, eyes, nose, etc, the feature vector characterizing 

the face is to follow a M-component mixture distribution. 

In each component the feature vector is having finite 

range it can be assumed to follow a doubly truncated 

Gaussian distribution. This in turn implies that the feature 

vector of each individual face can be characterized by a 

M-component doubly truncated multivariate Gaussian 

mixture model. The joint probability density function of 

the feature vector associated with each individual face is  

                                            (2) 

where,  is the probability density function of the ith 

component feature vector which is of the form doubly 

truncated Gaussian distribution (sailaja et al., (2010)).  

 
                                                                                             (3) 

where,  is a D dimensional random vector 

(  is the feature vector, is the i
th

 

component feature mean vector,  is the i
th
 component 

of co-variance matrix,  

and  

The mean vector of the component feature is    

                     (4) 

Where,  and  are the standard normal areas 

and  , are the lower and upper truncated points of 

the feature vectors.  are the component 

densities and      are the mixture 
weights, with mean vector. The mixture weights satisfy 

the constraints    

The variance of each feature vector of DCT 

coefficients under logarithm domain is  with diagonal 

elements as 

          (5) 

The DTGMM is parameterized by the mean vector, 

Co-variance matrix and mixture weights from all 

components densities. The parameters are collectively 

represented by the parameter. Set 

 For face recognition 
each image is represented by its model parameters.  

The doubly truncated multivariate Gaussian mixture 

model can represent different forms depending on the 
choice of the co-variance matrix for all Gaussian 

component(Grand co-variance) or a single co-variance 

matrix shared by all face models(global covariance) used 

in DTGMM. The covariance matrix can also be full or 

diagonal. Here, we used diagonal covariance matrix for 

our face model. This choice is based on the works given 

by (Douglas A. Reynolds et al., (1995)) and initial 

experimental results indicating better identification 

performance and hence  can be represented as 

                                        (6) 

This simplifies the computational complexities. The 

doubly truncated multivariate Gaussian mixture model 

includes the GMM model as a particular case when the 

truncation points tends to infinite. 

IV. ESTIMATION OF THE MODEL PARAMETERS 

For developing the face recognition model it is needed 

to estimate the parameters of the face model. For 

estimating the parameters in the model we consider the 

EM algorithm which maximizes the likelihood function 
of the model for a sequence of i training vectors  

(  

The likelihood function of the sample observations is  

                                            (7) 

where,  is given in equation (2). 
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The likelihood function contains the number of 

components M which can be determined from the K-

means algorithm or Hierarchical clustering algorithm. 

The K-means algorithm or Hierarchical clustering 

algorithm requires the initial number of components 

which can be taken by plotting the histogram of the face 

image using MATLAB code and counting the number of 

peaks. Once M-is assigned the EM algorithm can be 

applied for refining the parameters. The updated 

equations of the parameters of the model are: 

                                            (8) 

                             

                                                                                         (9) 

                             (10) 

where, 

 

,       

and 

                                      (11) 

V. INITIALIZATION OF MODEL PARAMETERS 

To utilize the EM algorithm we have to initialize the 

parameters XM and XL are 
estimated with the maximum and the minimum values of 

each feature  respectively. The initial values of  can be 

taken as  . The initial estimates of  

of the i
th

 component are obtained by using the method 

given by A.C.Cohen(1950). 

VI. FACE RECOGNITION SYSTEM 

Face Recognition means recognizing the person from a 

group of H persons. The Figure 1 describes the face 

recognition algorithm under study. 

Face recognition system is usually viewed as a two 

class classification problem and matching.  Here, two 

classes are claimed identity or to an imposter.  The 

bayesian classifier based on doubly truncated 

multivariate Gaussian mixture model is utilized. For each 

person two types of models are obtained.  The first one is 

for the distribution of the training face for that particular 

person.  The second is for the distribution of training 

feature vector for all training faces.  This is referred as a 

generic model or a world model or a universal 

background model (Concord Sanderson et al., (2005)). 

 

Figure1. Flow chart for Face recognition algorithm using DCT 

coefficients in logaritham domain 

Let us consider our face recognition system has to 

detect the correct face with our existing database.  Here, 

we are given with a face image and a claim that this face 
belongs to a particular person C to classify the face a set 

of feature vector’s extracted using the 

computational methodology of feature vector extraction 

discussed in section 2. By assuming that the likelihood of 

the face belonging to person C is found with  

                                             (12) 

where, 

 
and and  is a D-

dimensional doubly truncated Gaussian density function.  

 is the parameter set for person C,  K is the number of 

components in the model and  is the weight of i
th

 

component such that   and  

The universal background model is used to find the 

likelihood of the face belonging to an imposter. 

 is the likelihood function of the claimant 

computed based on the parameter set . The 

 is computed by considering all faces in the 
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dataset and obtaining the average values of the 

parameters. 

The decision on the face belonging to the person C is 

found using 

 

The final decision for given face is then reached as 

follows.  Given a threshold t for O(X) the face is 

classified as belonging to person C, when O(X) is greater 

than or equal to t. It is classified as belonging to an 

imposter when  O(X) is less than t. 

For a given set of training vector  for all faces in the 

data bases and  are  computed by using the 

updated equations for the model parameter’s discussed in 

section 4 and using the initial estimates of the model 
parameter’s obtained by using K-means algorithm or 

Hierarchical clustering algorithm discussed in sections 5. 

VII. EXPERIMENTAL RESULTS 

The performance of the developed algorithm is 

evaluated using two types of databases namely JNTUK 

and Yale face databases (Satyanarrayana et al., (2009) 

and Qian et al., (2007)). The JNTUK face database 

consisting of 120 face database and Yale database 

consists of 120 faces.  Sample of 20 person’s images 

from JNTUK database is shown in Figure 2. 

Using the method discussed in section 2, the feature 

vector’s consisting of DCT coefficients under logarithm 

domain for each face image for both the databases are 

computed.   For each image the sample of feature 

vector’s are divided into K groups representing the 

different face features like neck, nose, ears, eyes, etc.  

For initialization of the model parameters with K-
means algorithm or Hierarchical clustering algorithm, a 

sample histogram of the face image is drawn and counted 

the number of peaks.   After diving the observations into 

three categories by both the methods and assuming that 

the feature vector of the whole face image follows a three 

component finite doubly truncated multivariate Gaussian 

mixture model.  The initial estimates of the model 

parameters are obtained by using the method 

discussed in section 5 with K-means algorithm or 
Hierarchical clustering algorithm.  With these initial 

estimates the refined estimates of the model parameters 

are obtained by using the updated equations of the EM 

algorithm and MATLAB code discussed in section 4.  

Substituting these estimates the joint probability density 

function of each face image is obtained for all faces in 

the database.  By considering all the feature vector’s of 

all faces in the database the generic model for any face is 

also obtained by using the initial estimates and the EM 

algorithm discussed in section 4 and 5 respectively.  The 

parameters of the generic model are stored under the 

parametric set . The individual face image model 

parameter’s are stored with the parametric set , i= 

1,2,. ..N.  N is the number of face images in the database. 

 

Figure 2: Sample Images from JNTUK database 

Using the face recognition system discussed in section 

6, the recognition rates of each database is computed for 

different threshold values of t in      (0, 1).  The false 

rejection rate, false acceptance rate and half total error 

rate for each threshold are computed using the formula’s 

given by (Conrad Sanderson et al. (2005)). 

 

 

where, FA indicates the false acceptance and FR 

indicates the false rejection 

 

 

The HTER is a special case of Decision Cost function 

and is often known as equal error rate when the system is 

adjusted.  Plotting the FAR and FRR for different 

threshold values, the ROC curves for both the databases 

are obtained are shown in Figures 3 and 4.  From this 

ROC the optimal threshold value ‘t’ for each database is 

obtained. These threshold values are used for effective 

implementations of the face recognition system. Table I 
shown the values of HTER and recognition rates of both 

face recognition systems.  The Figure 3 shows the ROC 

curves for the proposed systems for JNTUK database 

respectively. 

From Table I and Figures 3 and 5, it is observed that 

the proposed algorithm identifies with 97.18% and 

96.67% for JNTUK and Yale databases correctly.    From 

the ROC curves, it is observed the proposed models 

perform better. 

The efficiency of the developed system with respective 

to the size of the database is also studied by varying the 

number of face images from 5 to 120 available in JNTUK 

and Yale databases.  The HTER and recognition rates for 

different sizes of the databases from JNTUK and Yale 

are computed and shown in Table II.  Figure 4 shows the 
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relationships between the number of faces in the 

databases and the performance measures of the system by 

using DTMGMM. 

From Table II and Figure 4, it is observed that the 

recognition rates of both the system increase when the 

number of face in the database increases.  The 

recognition rate increases upto a size of 25 images and 

stabilize there after.  This may be due to the more number 
of observations available for training the recognition 

system and efficiency in estimating the model parameters 

increases with observations.  However, the recognition 

rate is above 91% for all sizes and it stabilizes after a size 

of 25 faces.  This indicates the face recognition system is 

suitable for small and large databases. 

From the above distributions it is observed that the 

face recognition system with doubly truncated 

multivariate Gaussian mixture model with hierarchical 

clustering algorithm is more efficient compared to that of 

doubly truncated multivariate Gaussian mixture model 
with K-means. 

 

Figure 3: ROC curve for DTMGMM for JNTUK  

 

Figure 4: Recognition rate for different databases using DTMGMM 

 

Figure 5: ROC curve for DTMGMM using YALE 

TABLE I.  RECOGNITION RATES USING DTGMM 

Database Recognition system HTER Recognition rate 

 

 

JNTUK 

DTMGMM with          K-

means 

2.66 97.18 0.8 

DTMGMM with 

hierarchical 

2.0835 98.33 0.7 

 

 

Yale 

DTMGMM with          K-

means 

2.0835 96.67 0.7 

DTMGMM with 

hierarchical 

2.5 97.5 0.9 

 

TABLE II.  THE VALUES OF HTER AND RECOGNITION RATE FOR DIFFERENT DATABASES USING DTMGMM 

Total 

number 

of 

images 

K-means algorithm Hierarchical clustering algorithm 

JNTUK Yale JNTUK Yale 

HTER Recognition rate HTER Recognition rate HTER Recognition rate HTER Recognition rate 

5 4.167 93 4.25 91.667 4.13 94.167 4.167 93.833 

10 3.333 93.833 4.167 92.667 2.66 95 3.083 94.667 

15 3.832 94.6 3.333 93.667 2.5 95.833 2.915 95.4 

20 2.833 95.4 3.333 94.667 3.083 96.867 2.66 96.3 

25 3.083 96.2 2.915 95.45 2.084 97.5 3.832 97 

30 2.915 97.105 3.333 96.48 2.66 98.17 2.833 97.448 

40 2.833 97.12 3.25 96.51 2.915 98.22 2.583 97.458 

50 3.75 97.135 3.083 96.54 3.333 98.27 2.583 97.464 

60 2.833 97.15 3.25 96.57 2.583 98.28 2.66 97.47 

80 2.666 97.165 3.25 96.61 2.084 98.3 2.5 97.48 

100 2.915 97.173 2.915 96.65 2.66 98.32 2.66 97.49 

110 3.75 97.177 3.083 96.66 2.5 98.325 2.5 97.495 

120 2.66 97.18 2.915 96.67 2.084 98.33 2.5 97.5 
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TABLE III.  RECOGNITION RATES OF DIFFERENT FACE RECOGNITION SYSTEM 

Database Recognition system HTER Recognition rate 

 

 

 

 

 

JNTUK 

GMM and K-means under DCT 5.5834 88.33 1.5 

GMM  and  hierarchical under DCT     4.75 90 1.3 

GMM  and K-means under  logarithm  DCT 5.583 90.83 1.3 

GMM  and  hierarchical under  logarithm  DCT 5.165 91.67 1.2 

DTMGMM  and K-means under DCT 3.748 96.7 1.3 

DTMGMM  and  hierarchical under DCT 3.333 97.5 0.9 

DTMGMM  and K-means under logarithm DCT 2.66 97.18 0.8 

DTMGMM  and  hierarchical under  logarithm  DCT 2.084 98.33 0.7 

 

 

 

 

 

Yale 

GMM  and  K-means  under DCT 6 87.5 2.1 

GMM  and  hierarchical  under DCT 5.167 89.17 1.8 

GMM  and  K-means under  logarithm  DCT 5.95 90.1 1.9 

GMM and  hierarchical  under  logarithm  DCT 5.467 91.07 1.8 

DTMGMM  and  K-means  under DCT 4.167 95.83 1.2 

DTMGMM  and  hierarchical  under DCT 3.749 96.93 0.8 

DTMGMM  and  K-means  under  logarithm  DCT 2.084 96.67 0.7 

DTMGMM  and  hierarchical under  logarithm  DCT 2.5 97.5 0.9 

 

 

Figure 6: ROC curve for DCT and DCT in logarithm domain using GMM and DTMGMM for JNTUK 

TABLE IV.  RECOGNITION RATES 

Total 

number 

of 

images 

Recognition rates 

K-means algorithm hierarchical clustering algorithm 

JNTUK  Yale  JNTUK  Yale  

DCT logarithm 

DCT 

DCT logarithm 

DCT 

DCT logarithm DCT DCT logarithm 

DCT 

5 92.5 93 90.833 91.667 93.3333 94.167 93 93.833 

10 93.3333 93.833 92.5 92.667 94.1667 95 93.667 94.667 

15 94.1667 94.6 93.333 93.667 95 95.833 94.667 95.4 

20 95 95.4 94.167 94.667 95.8333 96.867 95.437 96.3 

25 95.8333 96.2 94.8 95.45 96.6667 97.5 96.3 97 

30 96.3 97.105 95.4 96.48 97 98.17 96.667 97.448 

40 96.65 97.12 95.805 96.51 97.4964 98.22 96.891 97.458 

50 96.6682 97.135 95.810 96.54 97.4974 98.27 96.897 97.464 

60 96.6751 97.15 95.815 96.57 97.4981 98.28 96.903 97.47 

80 96.6835 97.165 95.821 96.61 97.4991 98.3 96.915 97.48 

100 96.6884 97.173 95.827 96.65 97.4996 98.32 96.925 97.49 

110 96.6966 97.177 95.829 96.66 97.4998 98.325 96.93 97.495 

120 96.7 97.18 95.83 96.67 97.5 98.33 96.934 97.5 
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VIII. COMPARATIVE STUDY 

In this section a comparative study of the developed 

face recognition system based on DTMGMM with K-

means and face recognition system based on DTMGMM 

with hierarchical clustering algorithms under logarithm 

DCT domain with the face recognition systems 

developed based on DTGMM with K-means or 

hierarchical clustering algorithm using DCT coefficients 

and the face recognition systems based on GMM with K-

means or Hierarchical clustering under both DCT domain 

and logarithm DCT domain is given (Haritha et 

al.,(2012)).   

Table III presents the half error rate and recognition 

rates with their confidence intervals for the face 

recognition system of (i) DTMGMM and K-means under 

logarithm DCT domain, (ii) DTMGMM and Hierarchical 

under logarithm DCT domain, (iii) DTMGMM and K-

means under DCT, (iv) DTMGMM and Hierarchical 

under DCT, (v) GMM and K-means under logarithm 

DCT domain, (vi) GMM and Hierarchical under 

logarithm DCT domain, (vii) GMM and K-means under 

DCT and (viii) GMM and Hierarchical under DCT for 

JNTU database. 

From Table III, it is observed that the recognition rate 

of the face recognition system based   on   DTMGMM   

and hierarchical clustering under logarithm DCT domain 

is having 98.33% with confidence interval of  0.7 and it 
is much superior than other face recognition models 

given in Table III.  It is also observed that for the face 

recognition systems based on both DTMGMM and 

GMM are having higher recognition rates for the feature 

vector considered with DCT logarithmic domain than 

that of DCT without logarithmic domain. This clearly 

shows the face recognition system can be improved with 

a higher recognition rate by adopting logarithm DCT 

coefficients which compensate illumination and 

normalize the image capturing conditions.   

The Figure 6 shows the ROC curves of the face 

recognition systems of (i) DTMGMM and K-means 

under logarithm DCT domain, (ii) DTMGMM and 

Hierarchical under logarithm DCT domain, (iii) 

DTMGMM and K-means under DCT, (iv) DTMGMM 

and Hierarchical under DCT, (v) GMM and K-means 

under logarithm DCT domain, (vi) GMM and 

Hierarchical under logarithm DCT domain, (vii) GMM 

and K-means under DCT and (viii) GMM and 

Hierarchical under DCT for JNTU database. 

From Figure 6, it is observed that the face recognition 

system based on DTMGMM with hierarchical under 
logarithmic domain is better compared to other face 

recognition systems.  It also shows that the face 

recognition systems based on DTMGMM successfully 

identifies the claimant’s face.  The ROC curves are 

observed as above the diagonal line indicates that the 

face recognition systems are having good recognition 

rates.  However, the face recognition system using 

logarithm DCT domain performs better than that of other 

systems because the proposed system minimizes the 

effect of illumination on the face image.  

The Figure 6 shows the ROC curves of the face 

recognition systems of (i) DTMGMM and K-means 

under logarithm DCT domain, (ii) DTMGMM and 

Hierarchical under logarithm DCT domain, (iii) 

DTMGMM and K-means under DCT, (iv) DTMGMM 

and Hierarchical under DCT, (v) GMM and K-means 
under logarithm DCT domain, (vi) GMM and 

Hierarchical under logarithm DCT domain, (vii) GMM 

and K-means under DCT and (viii) GMM and 

Hierarchical under DCT for JNTU database. 

 

 Figure 7: Recognition rate for JNTUK database 

 

Figure 8: Recognition rate for Yale database 

A comparative study on number of images in the 

database and the recognition rates of the systems is also 

carried to study the effect of size of database on the 

performance of the face recognition system.  Figure 7 and 

Figure 8 show the relationships between recognition rate 

and the no of images in the database for JNTUK and 

Yale. 

From the Table IV and Figure 7 and 8, it is observed 

that the number of images in the databases have a 

significant influence on the recognition rates, when the 

size is very small (below 10). However, in all the systems 
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the recognition rate increases upto 25 and stabilizes 

thereafter. Here also it is observed the recognition rate 

stabilizes at a much lower size of 25 images for the face 

recognition systems with logarithm DCT domain.  This 

clearly shows by considering the logarithm DCT domain 

effectively improve the face recognition system accuracy 

even for small and large databases. 

IX.  CONCLUSION 

A face recognition system based on doubly truncated 

multivariate Gaussian mixture model with DCT 

coefficients under logarithm domain is developed and 

analyzed. Here, the pixel intensities of each individual 

face image in the database are pre-processed to eliminate 

illumination and to make normalization by considering 

logarithmic transformations. The feature vector 

extraction is done by computing the DCT coefficients 

under logarithm domain of the face image of each 

individual face.  Illumination variation usually lies in the 

low frequency band.  So, the low frequency components 

of the face image are removed by making the low 

frequency DCT coefficients to zero.  This significantly 

reduces the illumination variation in the face image.  The 

feature vectors of the DCT coefficients under logarithmic 

domain of the face image data are computed and modeled 

by using doubly truncated multivariate Gaussian mixture 
model. The model parameters are estimated by using 

Expectation Maximization algorithm (EM algorithm).  

The initialization of the model parameters is done 

through the feature vector of the face image components 

obtained through K-means or hierarchical clustering and 

moment’s method of estimation.  A face recognition 

algorithm with maximum likelihood under Bayesian 

frame using threshold for the difference between the 

estimated likelihoods of claimants and imposters is 

developed and analyzed.  

The efficiency of the developed face recognition 
system is studied by conducting experimentation with 

two face image databases, namely, JNTUK and Yale.  

The performance of the developed algorithm is studied 

by computing the recognition rates, false acceptance rate, 

false rejection rate, true positive rate and half total error 

rate. From the ROC curves, it is observed the developed 

models perform better.  It is observed that for the face 

recognition systems based on DTMGMM are having 

higher recognition rates for the feature vector considered 

with DCT under logarithmic domain than that of DCT 

without logarithmic domain. This shows that the face 

recognition system can be improved by adopting DCT 

under logarithm domain, which compensate illumination 

and normalize the image capturing conditions.   
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