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Abstract— In this paper, we present an efficient content 

based image retrieval system that uses texture and color 
as visual features to describe the image and its segmented 

regions. Our contribution is of three directions. First, we 

use Gabor filters to extract texture features from the 

whole image or arbitrary shaped regions extracted from it 

after segmentation. Second, to speed up retrieval, the 

database images are segmented and the extracted regions 

are clustered according to their feature vectors using Self 

Organizing Map (SOM). This process is performed 

offline before query processing; therefore to answer a 

query, our system does not need to search the entire 

database images. Third, to further increase the retrieval 

accuracy of our system, we combine the region features 

with global features to obtain a more efficient system. 

The experimental evaluation of the system is based 

on a 1000 COREL color image database. From 

experimentation, it is evident that our system performs 

significantly better and faster compared with other 

existing systems. We provide a comparison between 
retrieval results based on features extracted from the 

whole image, and features extracted from image regions. 

The results demonstrate that a combination of global 

and region based approaches gives better retrieval 

results for almost all semantic classes. 

 

Index Terms— Content based image retrieval, Region 

based features, Global based features, Texture, Color, 

Gabor filter, Self organizing map 

I. INTRODUCTION 

Content Based Image Retrieval (CBIR) is a set of 

techniques for retrieving semantically-relevant images 

from an image database based on automatically-derived 

image features [1]. CBIR is extremely useful in a 

plethora of applications such as publishing and 

advertising, historical research, fashion and graphic 

design, architectural and engineering design, crime 
prevention, medical diagnosis, geographical information 

and remote sensing systems, etc. [2]. The main goal of 

CBIR is efficiency during image indexing and retrieval, 

thereby reducing the need for human intervention in the 

indexing process. 

Some of the existing CBIR systems extract features 

from the whole image not from certain regions of it; so, 

they are global features. Histogram search algorithms [3] 

characterize an image by its color distribution or 

histogram. Many distances have been used to define the 

similarity of two color histogram representations. 

Euclidean distance and its variants are the most 

commonly used. The drawback of a global histogram 
representation is that information about object location, 

shape and texture is discarded. Color histogram search is 

sensitive to intensity variations, color distortions, and 

cropping. The color layout approach attempts to 

overcome the drawback of histogram search. In simple 

color layout indexing [3], images are partitioned into 

blocks and the average color of each block is stored. Thus, 

the color layout is essentially a low resolution 

representation of the original image. A relatively recent 

system, WBIIS [4], uses significant Daubechies' wavelet 

coefficients instead of averaging. By adjusting block 

sizes or the levels of wavelet transforms, the coarseness 

of a color layout representation can be tuned. Hence, we 

can view a color layout representation as an opposite 

extreme of a histogram. At proper resolutions, the color 

layout representation naturally retains shape, location, 

and texture information. However, in the color layout 

representation, the retrieval system cannot perceive color 
directly. In addition, color layout search is sensitive to 

shifting, cropping, scaling, and rotation because images 

are described by a set of local properties [1]. 

Image retrieval using only color features often gives 

disappointing results, because in many cases, images with 

similar colors do not have similar content. This is due to 

the fact that global color features often fail to capture 

color distributions or textures within the image. 

D. Zhang [5] proposed a method combining both color 

and texture features to improve retrieval performance. 

The database images are indexed using both types of 

features. During the retrieval process, given a query 

image, images in the database are firstly ranked using 

color features. Then, in a second step, a number of top 

ranked images are selected and re-ranked according to 

their texture features. Two alternatives are provided to 

the user, one is the retrieval based on color features, and 
the other is retrieval based on combined features. When 

the retrieval based on color fails, the user uses the other 

alternative which is the combined retrieval. Since the 

texture features are extracted globally from the image; 

they are not an accurate description of the image in some 

cases, which degrades the system performance. 

Region-based retrieval systems attempt to overcome 

the deficiencies of global feature based search by 

representing images at the object-level. A region-based 

retrieval system applies image segmentation to 

decompose an image into regions, which correspond to 

objects [6]. The object-level representation is intended to 

be close to the perception of the human visual system 
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(HVS). Since the retrieval system identifies what objects 

are in the image, it is easier for the system to recognize 

similar objects at different locations and with different 

orientations and sizes. Region based retrieval systems 

include the Natra system [7], and the Blobworld system 

[8]. The Natra and the Blobworld systems compare 

images based on individual regions. The motivation is to 

shift part of the comparison task to the users. To query an 

image, a user is provided with the segmented regions of 

the image and is required to select the regions to be 

matched and also attributes, e.g., color and texture, of the 

regions to be used for evaluating similarity. Such 

querying systems provide more control to the user. 
However, the user's semantic understanding of an image 

is at a higher level than the region representation. For 

objects without discerning attributes, such as special 

texture, it is not obvious for the user how to select a 

query from the large variety of choices. Thus, such a 

querying scheme may add burdens on users without 

significant reward. 

Recently, Natsev et al considered the similarity model 

WALRUS [9], which is a robust model for scaling and 

translation of objects within an image. Each image is first 

decomposed into regions. The similarity measure 

between two images is then defined as the fraction of the 

area of the two images covered by matching regions. 

However, WALRUS focuses on the development of a 

fast and effective segmentation method instead of an 

image-to-image similarity measure. Consequently, region 

matching should be necessary before image matching. 

The authors proposed a greedy heuristic for computing 
the similar region pair set with the maximum area. The 

basic idea is to iteratively choose the best pair of 

matching regions that maximizes the area covered by the 

regions. The time complexity of their greedy algorithm is 

O(n
2
), where n is the number of matching pairs obtained 

by the R*-tree search. 

In [10], the mean shift algorithm is used for 

segmentation of images and interesting regions are 

indexed using cluster-based R*-tree to increase the 

efficiency of the retrieval process. However, this system 

uses only color as image signature, which is sensitive to 

shifting, cropping, scaling, and rotation. Also, query is by 

image region matching, while a user’s semantic 

understanding of an image is at a higher level than region 

representation. 

Region based image retrieval of [11] uses low-level 

features including color, texture, and edge density. For 
color, the histograms of image regions are computed. For 

texture, co-occurrence matrix based entropy, energy, etc., 

are calculated, and for edge density it is Edge Histogram 

Descriptor (EHD) that is used. To decrease the retrieval 

time of images, an idea is developed based on greedy 

strategy to reduce the computational complexity. In this 

strategy, the query image is compared to each of the 

target images in the database based on region matching in 

term of Euclidian distance between them. The system 

then arranges the segments of each image in decreasing 

order based on the size of each segment. When a query is 

presented to the system, it starts comparing from the first 

region, if the distance between the query region and the 

target region is less than a threshold value, the system 

continues to check the other regions; otherwise it exits 

and does not check the other segments marking the target 

image as an irrelevant one. 

To measure the similarity between images, Li et al [12], 

proposed the Integrated Region Matching (IRM) 

algorithm, which allows matching a region of one image 

to several regions of another image. That is, the region 

mapping between any two images is a many-to-many 

relationship. As a result, the similarity between two 

images is defined as the weighted sum of distances in the 

feature space, between all regions from different images. 
Compared with retrieval systems based on individual 

regions, such as Blobworld, the IRM approach decreases 

the impact of inaccurate segmentation by smoothing over 

the imprecision in distances. IRM incorporates the 

properties of all the segmented regions so that 

information about an image can be fully used. 

Fuzzy Club [13] addresses the issue of effective and 

efficient content based image retrieval by presenting an 

indexing and retrieval system that integrates color, 

texture, and shape information for the indexing and 

retrieval, and applies these features to regions obtained 

through unsupervised segmentation, as opposed to 

applying them to the whole image domain. Fuzzy Club 

emphasizes improving on a color feature “inaccuracy” 

problem in the region based literature–that is color 

histogram bins are not independent. 

The aim of this paper is to propose a new CBIR system 

to: (1) reduce the semantic gap between low-level image 
features and the richness of human semantics, and (2) 

reduce the overall retrieval time. Our contribution is of 

three directions: 

 Salient low-level texture features are extracted from 

arbitrary-shaped regions using Gabor filter, which has 

been a widely acclaimed natural and excellent tool in 

texture description, segmentation, feature extraction, and 

classification [14].  

 Many of the existing systems attempt to compare the 

query image with every target image in the database to 

find the top matching images, resulting in an essentially 

linear search, which is prohibitive when the database is 

large. We believe this is not necessary. In fact, it is 

possible to exploit a priori information regarding the 

organization of the images in the database in the feature 

space before a query is posed, such that when a query is 
received, only part of the database needs to be searched. 

This certainly saves significant query processing time 

without compromising the retrieval precision. Therefore, 

the database images are segmented into distinct regions. 

A clustering algorithm, namely the Self Organizing Map 

(SOM), is used to cluster the image regions into groups. 

Similar regions are grouped together in the same cluster. 

This clustering process is performed offline, and each 

region’s indexing data along with its associated class ID 

is recorded in the index files. To answer a query, the 

query image is segmented into regions. The distances 

between each query region and all region cluster 

centroids in the database is computed to determine which 
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clusters these query regions belong to. The similar 

regions in the database are returned and all the images 

that have any of these regions are assigned as candidates. 

The query image is compared to the candidate image set 

instead of being compared to the whole database image. 

 To further increase the performance of the system, 

we develop a global searching algorithm that uses texture 

and color features from the whole image to compute the 

distance between two images. This algorithm is 

combined with the region based searching algorithm 

using a weighted sum of the two distances. 

The paper is organized as follows. A global content 

based image retrieval system is presented in section II. In 
section III, a region content based image retrieval system 

is described. Both systems are integrated into one system 

in section IV. Experimental results are reported in section 

V. Finally, the paper is concluded in section VI. 

II. GLOBAL CONTENT BASED IMAGE 

RETRIEVAL SYSTEM 

In this section, we introduce our proposed Global 

Content Based Image Retrieval (GCBIR) system. This 

system defines the similarity between contents of two 

images based on global features. 

A. Texture feature 

Gabor filter (or Gabor wavelet) is widely adopted to 

extract texture features from images for image retrieval 

[14, 15], and has been shown to be very efficient. 

Manjunath and Ma [14] have shown that image retrieval 

using Gabor features outperforms that using Pyramid-

structured Wavelet Transform (PWT) features, Tree 
structured Wavelet Transform (TWT) features and multi-

resolution simultaneous autoregressive model features. 

Therefore, we use the Gabor filter to extract global 

texture features from the whole image. A total of twenty-

four wavelets are generated from the "mother" Gabor 

function, Equation (1), using four scales of frequency and 

six orientations. 

   (   )   
      (  ̃  ̃)   (1) 

where m and n are integers specifying the scale and 

orientation of the wavelets, respectively, with m = 0, 1, 

2, ..., M – 1, n = 0, 1, 2, ..., N − 1, M and N are the total 
number of scales and orientations, respectively, and 

 ̃       (           )    (2) 

 ̃       (            )    (3) 

where a > 1 and    
  

 
. 

Redundancy, which is the consequence of the non-

orthogonality of Gabor wavelets, is addressed by 
choosing the parameters of the filter bank to be the set of 

frequencies and orientations that cover the entire spatial 

frequency space so as to capture texture information as 

much as possible in accordance with filter design in [14]. 

The lower and upper frequencies of the filters are set to 

0.04 octaves and 0.5 octaves, respectively, the 

orientations are at intervals of 30 degrees, and the half-

peak magnitudes of the filter responses in the frequency 

spectrum are constrained to touch each other [14]. Note 

that because of the symmetric property of the Gabor 

function, wavelets with center frequencies and orientation 

covering only half of the frequency spectrum are 

generated. 

To extract texture feature from an image, we first 

convert the image from the RGB color space into gray 

level and implement the group of designed Gabor filters. 

Twenty four filtered images,    (   ), are produced by 

convolution of the gray level image and the Gabor filters 
as given in the equation: 

   (   )  ∑ ∑    (       )   
 (   )  (4) 

where s and t are the filter mask size variables,    
  is the 

complex conjugate of the mother Gabor function    , 
and Gmn is the convolution result corresponding to the 

Gabor kernel at orientation m and scale n. 

Using Equations (5), (6), and (7), the mean,    , and 

variance,     , of the energy distribution,  (   ) , of 
filters responses are computed: 

 (   )  ∑ ∑ |   (   )|      (5) 

    
 (   )

   
      (6) 

    
√∑ ∑ (|   (   )|    )

 
  

   
    (7) 

Finally, the texture feature vector, TG, is obtained with 

48 attributes: 

   [                                      ]  (8) 

These steps are summarized below: 

Step1: Convert the RGB image into gray level image. 

Step2: Construct a bank of 24 Gabor filters using the 

mother Gabor function with 4 scales and 6 orientations. 

Step3: Apply Gabor filters on the gray level of the image.  
Step4: Get the energy distribution of each of the 24 filters 

responses. 

Step5: Compute the mean, µ, and the standard deviation, 

, of each energy distribution. 
 Step6: Return the texture vector, TG, consisting of 48 

attributes calculated at step 5. The attributes of the 

texture features vector may have different ranges; 

therefore, Min-Max normalization [16] is used to make 

all the texture features have the same effect in measuring 

image similarity. 

To test the similarity between a query image, Q, and a 

database image, B, based on their texture feature we use 

the Euclidian distance for its simplicity. 

B. Color feature 

In the GCBIR system, we used global color histograms 

to extract the color features of images. We adopt to use 

the HSV (Hue, Saturation, and Value) color space for its 

simple transformation from the RGB (Red, Green, Blue) 

color space, in which images are commonly represented. 
The HSV color space is quantized into 108 bins by using 

uniform quantization (12 for H, 3 for S, and 3 for V); the 

choice of these parameters was motivated by [17]. Since 

Hue (H) has more importance in human visual system 

than saturation (S) and value (V), it is reasonable to 

assign bins in the histogram to Hue more than the other 

components. It is straightforward to generate the 

histograms of color images using the selected quantized 

color space. 

The similarity metric we used in deriving the similarity 
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between two color histograms is the Histogram 

Intersection Technique (HIT) [18]. In this technique, the 

similarity between two histograms is a floating point 

number between 0 and 1. Two histograms are equivalent 

when the similarity value is 1 and the similarity decreases 

as it approaches 0. Both of the histograms must be of the 

same size to have a valid similarity value. 

Let HQ and HB denote the histograms of the query 

image and an image in the database, respectively, and 

S(HQ, HB) denote their similarity. Then, S(HQ, HB) can be 

expressed as [19]: 

 (     )    
∑    (  (     )   (     ))           

   [∑   (     )            ∑   (     )           ]
 (9) 

where X, Y , and Z are the arguments of the discretized 

color channels. This metric satisfies the associativity 

condition. 

Finally, the distance, dC(Q, B), between the query 

image and the database image according to the extracted 

color feature is: 

  (   )     (     )     (10) 

C. Image matching and retrieval 

The similarity between a query image, Q, and a 

database image, B, is defined in term of the distance, 

DG(Q, B), between them, which is assessed according to 

the extracted texture and color features. Two images are 
equivalent when the distance value between them is zero, 

and the similarity between them decreases as the distance 

increases. Using the texture distance, dT, and the color 

histogram distance, dC, we define the global distance 

DG(Q, B) as: 

  (   )               (11) 

where    and    are weights for the texture and color 

distances, respectively. We used    = 0.35 for texture 

and    = 0.65 for color as have been used effectively in 
the literature [13].  

The similarity between the query image and every 

image in the database is calculated. The top similar target 

images are retrieved to the user. 

III. REGION CONTENT BASED IMAGE 

RETRIEVAL SYSTEM 

The Region Content Based Image Retrieval System 

(RCBIR) attempts to overcome the deficiencies of the 

GCBIR system by representing images at the object level. 

The system applies image segmentation to decompose an 

image into regions, which correspond to objects. There 

are many proposed algorithms for automatic image 

segmentation; in our system we used the Texture and 

Boundary Encoding-based Segmentation (TBES) [20]. 

Since the retrieval system identifies what objects are in 

the image, it is easier for the system to recognize similar 
objects at different locations and with different 

orientations and sizes, thus results in more accurate 

retrieved results. However, some previous CBIR systems 

have the drawback of high computational complexity 

since they compare each region in a query image with 

each region in the database images, making the system 

inefficient. Our proposed solution to this problem is to 

index the image regions into subgroups via unsupervised 

clustering algorithm that maps the database image 

regions of similar visual features into separate clusters. 

The query image regions will also be mapped into these 

clusters and thus we need not to search all images in the 

database, but only those images that have regions in the 

same cluster with any of the query image regions; this 

will reduce the searching time to a high extent. 

A. Texture feature 

In our proposed RCBIR system, we use the same 

features we have used in the GCBIR system, which are 

texture and color, to represent each region extracted from 

the segmented image. 

In the existing region based CBIR systems, visual 
features are extracted on pixel level, and each region is 

described by the average of these pixel features. However, 

we have found out that average pixel feature values are 

not efficient in describing the region’s content. We 

propose to extract the color and texture features from 

each image region after being segmented; this will help in 

representing the region efficiently and will make us free 

to use any image segmentation method without being 

obliged to use the same features used in that 

segmentation method. 

In this context, there is one problem to be considered 

when extracting texture features using Gabor filters. 

Transforms such as Gabor filtering require the input 

image to be rectangular, which is not always true for 

regions resulting from image segmentation. An 

instinctive way is to obtain an inner rectangle (IR) from a 

region on which filtering can be performed. This works 

when the size of the filtering mask is much smaller than 
the size of the IR. But many regions are small, and the 

coefficients obtained cannot well describe the region. To 

solve this problem, we present an extended rectangle (ER) 

texture feature extraction method. By initial padding, our 

method extends an arbitrary-shaped region into a larger 

rectangle onto which Gabor filtering is applied. Then, a 

set of coefficients best describing the region is obtained, 

from which texture features can be extracted. In the 

literature, there are many padding techniques such as 

mirror padding and object-based padding; we have 

chosen zero padding for its simplicity and low cost 

computation. 

As in the GCBIR system, we implement a bank of 

Gabor filters with 4 scales and 6 orientations to extract 

texture features from the ER of an image region. Then, 

we select the M largest coefficients in each of the 24 

filtered output regions, since the high frequency 
components represent the object region and its boundary. 

By assuming spatial homogeneity of texture in each 

image region, the texture features are computed as the 

mean of the selected coefficients according to the 

formula: 

    
 

 
∑ ∑    (   )        (12) 

where x and y correspond to M largest coefficients. 

Texture feature vector is: 

   [               ]    (13) 
Image region texture features may have different 

ranges; therefore, a normalization method should be 
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applied on each of them. We use the Min-Max 

normalization; the same as we did in the GCBIR system. 

B. Color feature and region area/image area ratio 

We use the HSV color space for color feature 

extraction. As the image regions extracted from the 

image after segmentation are approximately color 

homogeneous, it is possible to use the average HSV value 

in each channel of all pixels in the region as its perceptual 

color. We also use the standard deviation for each color 

channel resulting in six color features. The Min-Max 

normalization is used to have the values of each color 

feature in the range [0, 1]. 

The last feature we used is the region area/image area 
ratio. We propose that the area occupied by a region in an 

image gives information about its importance which 

should be greater for regions with larger areas. 

C. Region matching 

An image region is described by a feature vector of 30 

normalized attributes, f1 to f30. The first 24 features are 

for texture, and f25 to f30 are for color. To measure the 

similarity between two images we have to compare each 

region in one image to all the regions of the other image. 

We use the Euclidian distance between the feature 

vectors to find the distance between regions. The distance, 

dij, between two image regions Ri and Rj is defined as: 

    √  ∑ (       )
   

      ∑ (       )
   

          (14) 

where     and     are the k
th

 features of the regions Ri and 

Rj, respectively, and    and    are weights for texture 

and color features. We choose     , and       

because we have 24 texture features whereas the color 

features are only six, and thus we have to increase the 

effect of such few features. 

D. Image similarity 

Given a query image, Q, with nQ regions and a 

database image, B, with nB regions, we compute the total 
similarity between the two images using the following 

procedure: 

Step 1: Using Equation (15), compute the distance,      

between every region, Ri, in Q and all regions in B: 

         (   )               (15) 

Step 2: Compute the similarity from the query image, Q, 

to the database image, B, as follows: 

  (   )  ∑       
  
   

      (16) 

where    is the weight for region Ri in image Q; we use 
the region area/image area ratio as its weight. 

Step 3: The similarity distance between the query image 

and the database image given in Equation (16) is not 

symmetric. So, we compute the distance,      between 

every region, Rj, of a database image, B, and all regions 

of query image, Q, by: 

         (   )               (17) 

Step 4: The distance from B to Q is defined as: 

  (   )  ∑       
  
         (18) 

where    is the weight for region Rj in image B, and also 

we use the region area/image area ratio as its weight as 

we did in step 2. 

Step 5: The overall distance between the two images Q 

and B is defined as: 

  (   )   
  (   )   (   )

 
    (19) 

As compared with many existing similarity measures 

in the literature, this definition strives to incorporate as 

much semantic information as possible, and at the same 

time also achieves computational efficiency. Given this 

definition of distance, it is straightforward to compute the 

distance between a query image and all database images. 

E. Database regions clustering 

It is possible to make use of a priori information 

regarding the organization of images in the database in 
the feature space before a query is processed, such that 

when a query is received, only part of the database needs 

to be searched. This certainly saves significant query 

processing time without compromising the retrieval 

precision. To achieve this goal, we add a pre-retrieval 

processing phase after database features are constructed 

by applying a clustering algorithm in the region feature 

vector space to cluster all the regions in the database. 

This clustering is performed offline, and each region’s 

features data, along with its associated class number, is 

recorded in the database files. 

For clustering, we used the Self Organizing Map 

(SOM) algorithm [21]. The main advantage of using the 

SOM network is that it automatically clusters the input 

space and is not sensitive to initialization. Also, the SOM 

network can be applied to a large scale of data, and most 

importantly, the learning of SOM can be incremental 
such that only new images can be used for new training 

of SOM. 

The SOM is chosen to have two dimensional 10×10 

nodes in grid-top topological organization; each of these 

nodes is considered as a cluster center. Each image 

region in the database is assigned a cluster number stored 

with it at the end of SOM training. 

F. Image retrieval methodology 

Given a query image, Q, our system processes the 

query as follows: 

Step 1: Perform the query image segmentation to obtain 

all the regions, say we have nQ regions, Ri, i = 1 to nQ, in 

the query image. 

Step 2: For every, Ri, calculate the closest SOM node, Cj, 

also known as the best matching unit (BMU). 

Step 3: Retrieve all the regions in the database that 

belong to node Cj. These regions constitute a region set, 

U. The images containing any regions in the set U are 
retrieved. These images comprise an image set, V, and 

are the candidate images. 

Step 4: Compare the query image with the images in the 

set V using the distance DR(Q, B), Equation (19). The 

top-least-distance images are returned to the user. 

IV. INTEGRATED GCBIR AND RCBIR SYSTEM 

Since the region based approach consumes more time 

in image retrieval due to the segmentation process 

besides working on each image region for feature 

extraction and similarity measure, the global features 
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based method may give good results in shorter time. We 

propose that our overall system to have three alternatives 

to answer an image query: 

(a) First we return to the user the results using GCBIR 

approach. If the results are not satisfying we move to 

the second choice. 

(b) We apply RCBIR approach; if the results are not 

satisfying we can use the third choice. 

(c) We use a combination of the two methods, GCBIR 

and RCBIR, such that the similarity distance 

between a query image and a database image is 

defined as: 

   (   )    (   )    (   )   (20) 
where DG(Q, B) and DR(Q, B) are as defined in 

Equations (11) and (19), respectively. 

V. RESULTS AND SYSTEM EVALUATION 

A. Image database and implementation environment 

The database we used in our evaluation is WANG 

database [22]. It consists of 1000 images, a subset of the 

Corel database, which have been manually selected to be 

a database of 10 classes of 100 images each. The images 

are of size 384×256 or 256×384 pixels. This database 

was extensively used to test many CBIR systems [6, 11, 

23, 24] because the size of the database and the 

availability of class information allows for performance 

evaluation.  

Our image retrieval systems are implemented using 

MATLAB image processing and statistical tools. We 

used a platform of Intel Core 2 Due Processing power of 

2.4 GHz CPU with 4GB RAM. The 1000 image database 
went through image segmentation to obtain more than 

5800 objects. We used precision-recall pair to evaluate 

the proposed systems. 

B. Evaluation 

To test the effectiveness of our RCBIR system, we 

randomly selected 20 images as queries from each of the 

10 semantic classes in the database. For each query, the 

precision of the retrieval at each level of the recall is 

obtained by gradually increasing the number of retrieved 

images. The 200 retrieval results are averaged to give the 

final precision/recall chart of Figure 1. From the figure, it 

can be noticed that the system has good average precision 

values over different recall levels. It has a maximum 

average precision of 0.9 at recall level of .01; this value 

decreases to 0.52 precision value at 0.43 of recall level. 

For example, for an average recall value of 10%, we have 

an average precision value of 70% (i.e., if the user 
intends to get 10% of the relevant images in the database, 

he can get them with 70% of the retrieved images 

relevant and 30% of them irrelevant). As expected from a 

good retrieval system, the precision values are shown to 

decrease little as the recall levels increase. 

 

 
Figure 1. The average precision/recall of RCBIR system over 200 

randomly selected queries 

 

We improved the efficiency of our proposed RCBIR 

by clustering of the database image regions using the 

SOM algorithm as mentioned earlier. We randomly 
selected 20 images from 10 different semantic classes in 

the database as queries. We applied these queries twice, 

the first using clustering, and the second without 

clustering. The average precisions for each group based 

on the returned top 20 images are shown in Figure 2. 

Notice that clustering of the database image regions does 

not degrade the average precision values of the system 

for the different semantic classes; even these precision 

values can be seen to increase slightly in some semantic 

classes such as classes of Africa, Buildings, Buses, and 

Dinosaurs. 

 

 
Figure 2. Comparison of precision of RCBIR system with clustering 

and without clustering 

 

The average time the RCBIR system takes for feature 

extraction is about 2 seconds per image. A comparison of 

the average time required for returning top 20 images, per 
query, recorded for each semantic group in the database 

over 20 randomly selected queries with clustering and 

without clustering preprocessing is shown in Figure 3. 

Clustering decreases the average query response time and 

thus increases the efficiency of the system. 
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Figure 3. Comparison of average retrieval time required by RCBIR 

system with clustering and without clustering 

 

We compared our RCBIR system with some of the 

existing region based algorithms. In order to evaluate the 

performance, we used the same approach as that of 

Lakshmi et al [24], since we refer to their comparison 

results. For each category in the 1000 database images, 

we randomly selected 20 images as queries. For each 

query, we examined the precision of the retrieval based 

on the relevance of the semantic meaning between the 

query and the retrieved images. Each of the 10 categories 

in the database portrays a distinct semantic topic, 

therefore this assumption is reasonable to calculate the 

precision. The average precisions for each group based 

on the returned top 20 images were recorded. The result 
of this study is compared against the performance of IRM 

[12], Fuzzy Club [13], Geometric Histogram [25], and 

Signature Based [24]; the comparison is recorded in 

Table 1. Results show that our proposed system performs 

significantly better than the Fuzzy Club, Geometric 

Histogram, and IRM in all semantic classes. Our system 

outperforms the Signature Based algorithm in all image 

groups, except Horses and Flowers groups. 

We also used the precision/recall curve to evaluate the 

GCBIR system using the same steps we used in testing 

the RCBIR. The average precision/recall curve for the 

GCBIR system is shown in Figure 4. From this figure, it 

can be noticed that the system has good average precision 

values over different recall levels. 

To compare the effectiveness of the three systems; 

GCBIR, RCBIR, and GRCBIR, we recorded their 

average precision/recall curves over 200 random selected 
images from different semantic classes in the database as 

queries. The three precision/recall curves are shown in 

Figure 5. It can be noticed that the average 

precision/recall values in the GRCBIR system are higher 

than those of the other two systems. The two approaches 

RCBIR and GCBIR have approximately the same 

precision/recall values when the number of the retrieved 

images is small, but as the number of the retrieved 

images increases, we find out that the RCBIR system 

slightly overcomes the performance of the GCBIR 

system. 

 
Table 1. Comparison of precision (%) of RCBIR with previously 

existing systems, 1: Fuzzy Club, 2: IRM, 3: Geometric Histogram, 4: 

Signature Based, 5: Proposed RCBIR 

Semantic Group 1 2 3 4 5 

Africa 65 47 12.50 42 70.25 

Beaches 45 32 13 46 57 

Building 55 31 19 25 49.25 

Bus 70 61 11 83 86.75 

Dinosaur 95 94 16 92 99.25 

Elephant 30 26 19 95 57.25 

Flower 30 62 15 96 83.50 

Horses 85 61 11 89 92.75 

Mountain 35 23 22 32 49.75 

Food 49 49 15 28 65.50 

 

 

 
Figure 4. Average precision/recall of GCBIR system over 200 randomly 

selected queries 

 

Even though the two systems RCBIR and GCBIR have 

approximately equal performance results on average over 

all semantic classes in the test database, from our 

experiments, we found that each of them provides better 

results than the other for certain images, and worse for 

other images according to the semantics of these images. 

To demonstrate this, we randomly selected 20 images as 

queries from each semantic class in the database, and we 
recorded the precision of the three systems for top 20 

retrieved images responding to a selected query. The 

average precisions of the three systems over the 20 

queries in each class are shown in Figure 6. As can be 

noticed, the GCBIR outperforms the RCBIR system in 

classes: Africa, Buses, Elephants, and Foods, whereas the 

RCBIR has higher precisions in classes: Beaches, 

Dinosaurs, Horses, and Mountains. The GRCBIR system 

has retrieval precision higher than the other two systems 

over all semantic classes. 
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Figure 5. Average precision/recall of RCBIR, GCBIR, and GRCBIR 

systems over 200 randomly selected queries 
 

 
Figure 6: Precision of GRCBIR compared to that of RCBIR and GCBIR 

for different semantic classes 

VI. CONCLUSION 

In this paper, we presented a content based image 

retrieval system that introduces three alternatives to 

answer an image query, which are to use either global 

features, region features, or a combination of them. We 

used Gabor filter, which is a powerful texture extraction 

technique, to describe the content of image regions or the 

global content of an image. Color histogram as a global 

color feature and histogram intersection as color 

similarity metric combined with Gabor texture have been 

proved to give approximately as good retrieval results as 

that of region based retrieval systems. We have increased 

the effectiveness of the RCBIR system by estimating 

texture features from an image region after segmentation 

instead of using the average value of group of pixels or 

blocks through the segmentation process. 
Furthermore, we have improved the efficiency of the 

RCBIR system by not considering the whole database 

images for similarity computation but a number of 

candidate images are only considered. A candidate image 

is any database image that has at least one of its regions 

in the same cluster with any of the query image regions. 

The clustering process of the database image regions is 

performed offline using SOM algorithm. The simulation 

results have proved the benefit of this clustering process 

in decreasing the retrieval time without sacrificing the 

retrieval accuracy. 

The performance of our algorithm has been shown to 

perform better compared to a number of recent systems 

such as Geometric Histogram, Fuzzy Club, IRM, and 

signature based CBIR. Both of our proposed systems, 
RCBIR and GCBIR, have good retrieval results and high 

precession/recall values. According to our simulation 

results, the GCBIR system can be used as the first option 

in our retrieval system, since it gives accepted results and 

avoids the complex computations of the segmentation 

process and region comparison that are present in the 

RCBIR system, which can be used next to further 

improve the retrieval results in case the user is not 

satisfied. 
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