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Abstract—In this paper, urban growth of Bangalore 

region is analyzed and discussed by using multi-temporal 

and multi-spectral Landsat satellite images. Urban 

growth analysis helps in understanding the change 

detection of Bangalore region. The change detection is 

studied over a period of 39 years and the region of 

interest covers an area of 2182 km
2
. The main cause for 

urban growth is the increase in population. In India, rapid 

urbanization is witnessed due to an increase in the 

population, continuous development has affected the 

existence of natural resources. Therefore observing and 

monitoring the natural resources (land use) plays an 

important role. To analyze changed detection, 

researcher’s use remote sensing data. Continuous use of 

remote sensing data helps researchers to analyze the 

change detection. The main objective of this study is to 

monitor land cover changes of Bangalore district which 

covers rural and urban regions using multi-temporal and 

multi-sensor Landsat - multi-spectral scanner (MSS), 

thematic mapper (TM), Enhanced Thematic mapper plus 

(ETM+) MSS, TM and ETM+ images captured in the 

years 1973, 1992, 1999, 2002, 2005, 2008 and 2011. 

Temporal changes were determined by using maximum 

likelihood classification method. The classification 

results contain four land cover classes namely, built-up, 

vegetation, water and barren land. The results indicate 

that the region is densely developed which has resulted in 

decrease of water and vegetation regions. The continuous 

transformation of barren land to built-up region has 

affected water and vegetation regions. Generally, from 

1973 to 2011 the percentage of urban region has 

increased from 4.6% to 25.43%, mainly due to 

urbanization.  

 

Index Terms—Urban growth analysis, Land use, Land 

cover, Change detection, Multi-temporal satellite images. 

 

I. INTRODUCTION 

Multi-temporal satellite images provide an excellent 

spatial temporal features [1] and it is also freely available 

in the public domains [2]. Multi-temporal satellite images 

[3] are widely used in applications for studying both long 

term and short term change detection. Some of the 

applications in change detection – in case of short term 

change detection are crop yield estimation [4] and flood 

assessment [5], and in case of long term temporal change 

detection are fuel type assessment [6], and urban growth 

analysis [7-9] were studied.  

In this paper, urban growth analysis of Bangalore 

region is analyzed by using multi-temporal satellite 

images. Increasing population has resulted in rapid 

urbanization. This has led to an increase in the need for 

infrastructure development which in turn has resulted in 

traffic congestion and basic amenities [2]. Hence demand 

for infrastructure has resulted in exploitation of natural-

resources. The continuous exploitation of natural 

resources has led the researchers to study significant 

change detection caused by human impact.  

The monitoring of land use and land cover (LULC) is 

carried-out by using remote sensing data which involves 

the use of several multi-date and multi-sensor satellite 

images [10-12]. The successful uses of remote sensing 

data are obtained by having an adequate understanding of 

landscape features [13] and imaging systems [14]. 

Satellite data are the most common data sources for 

studying change detection [15] and region mapping [13]. 

It is used because of its repetitive data acquisition, data 

storage, digital processing [14] and analyzed the content.  

In literature, change detection techniques [16] and 

classification accuracy methods [13-16] have been 

devised by researchers to study LULC mapping problems. 

Urban settlements are common in all parts of the world 

and it is growing at a very high pace. In India, cities such 

as Delhi, Mumbai, Calcutta, Chennai and Bangalore are 

witnessing a significant urban growth due to improper 

urban planning. In these urban regions, Bangalore region 

is widely affected due to rapid industrialization. The city 

is witnessing exploitation of natural resources [17] in 

terms of decrease in number of wetlands and also 

decrease in rainwater catchment areas. So these factors 

have lead researchers to use multi-temporal satellite 

images in order to study the significant changes that have 

occurred due to human activities. 

Researchers have used supervised and unsupervised 

techniques [18-21] to classify satellite images [9-12]. 

Image classification is a technique to categorize all the 

image pixels into group of similar classes. Remote 

sensing data are used to perform classification which is 

based on the spectral patterns. The objective of image 

classification [22-29] is to identify the unique features 

occurring in an image that actually represent on the 

ground features. Bakr et al. [1] used multi-temporal 

Landsat data for observing land cover changes. In their 

study, they have used maximum likelihood and Iterative 
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self-organizing maps methods to classify satellite images. 

Dengsheng Lu et al. [12] successfully used Landsat 

images for studying impervious surface change detection 

in urban-rural frontier using supervised linear spectral 

mixture analysis method. Anderson et al. [10] has 

proposed different levels (single and multi-level) of 

classification system for LULC mapping problems. 

Dengsheng et al. [12] successfully used linear spectral 

mixture analysis in order to detect impervious surface in 

urban-rural frontiers. Javed Mallick et al. [21] estimated 

land surface temperature from Landsat-7 ETM+ images 

using maximum likelihood classification and minimum 

noise fraction methods for classifying satellite images. 

El-Kawya et al. [22] made use of image enhancement and 

visual interpretation techniques in order to improve 

supervised classification on Landsat images. Camps-

Valls et al. [23] designed a framework for supervised 

method using support vector machine based on kernels 

for multi-temporal and multi-source remote sensing data 

classification. Esch T et al. [24] have used satellite 

images for determining impervious surface using support 

vector machines algorithm. Weber C et al. [25] have used 

a stepwise discriminate analysis, a supervised method for 

land cover classification. Avic et al. [26] presented 

hierarchical classification method to classify Landsat TM 

imagery in order to map land cover regions.   

Ramachandra T.V et al. [2] have used Landsat images 

of greater Bangalore district with an approximate area 

[27] of 61 km
2
 for studying urban growth. In their study, 

they have used bayesian networks to classify the images 

and observed significant decrease in the number of water 

bodies. In our study, we are considering an area of 2182 

Km
2
 for analysis of Bangalore urban growth. Here, we 

have used different satellite sensors like LANDSAT MSS, 

TM, and ETM+ sensor images for studying Bangalore 

urban growth. The multi-temporal satellite images with a 

period of 39 years are used for this study. 

Initially, the images are pre-processed [30-59] using 

different image processing techniques for analysis of land 

cover regions. These images are classified using 

maximum likelihood classification method to produce 

thematic map into four classes - built-up, vegetation, 

water and barren lands. Thematic classification results 

assist researchers in determining the number of pixels of 

each region for studying the change detection. The main 

objectives of this study are: 1) to provide a recent 

perspective for different land cover types of Bangalore 

region, and 2) monitoring land cover changes of 

Bangalore region from the year 1973 to 2011 by using 

maximum likelihood classification technique.  

This paper is divided into following sections, section 2 

details data preparation technique, image classification 

techniques are given in section 3, results and discussions 

are given in section 4 and section 5 presents the 

conclusions. 

 

II. DATA PREPARATION  

In this section, the image pre-processing methods are 

discussed. Initially, this pre-processing stage is used to 

improve the image quality. The main steps in pre-

processing [1-12] involve resampling, geo-referencing, 

sub-setting and cloud removal [28-35]. All satellite 

images are geo-referenced using known ground control 

points (GCP’s) and the given datasets are projected to 

world geodetic system (WGS) - 84 (Zone-UTM 43 North) 

as the datum.  Landsat ETM+ experienced a failure of its 

Scan Line Correcting (SLC) on May, 2003 and it showed 

permanent disability in SLC. In LANDSAT ETM+ 

images, gap filling [31-32] is carried out by copying 

adjacent pixels for correcting SLC method. Filling the 

scan gap requires precise knowledge, so adjacent pixels 

are copied into missing pixels. The resultant of gap filling 

is shown in the Fig.1.  

 

 
Fig 1: (a) Satellite image of Landsat 7 showing before scan line 

corrector failure and (b) Satellite image of Landsat 7 showing after scan 
line corrector failure. 

In this paper, three different sensors, namely, multi-

spectral scanner (MSS), thematic mapper (TM), 

Enhanced Thematic mapper plus (ETM+) are used for 

studying change detection for Bangalore region. Here, 

except thermal band we have used all the multi-spectral 

bands of 1973, 1992, 1999, 2002, 2005, 2008, 2010 and 

2011 for classification. The different satellite sensors are 

used in this paper are given below: 

 

1) Landsat MSS with 4 bands and 79 mtrs resolution 

acquired on 27
th

 Feb 1973. 

2) Landsat TM with 7 bands and 30 mtrs resolution 

acquired on 14th Jan 1992. 

3) Landsat TM with 7 bands and 30 mtrs resolution 

acquired on 7th April 1999. 

4) Landsat ETM+ with 8 bands and 30 mtrs resolution 

acquired on 18th Feb 2002. 

5) Landsat ETM+ with 8 bands and 30 mtrs resolution 

acquired on 25th Jan 2005. 

6) Landsat ETM+ with 8 bands and 30 mtrs resolution 

acquired on 18th Jan 2008. 

7) Landsat ETM+ with 8 bands and 30 mtrs resolution 

acquired on 23rd Jan 2010. 

8) Landsat ETM+ with 8 bands and 30 mtrs resolution 

acquired on 31st March 2011. 
 

A. Resampling  

Initially all the given satellite images are re-sampled 

[33]. This is a process in which all the different images of 

different resolution are converted into a standard 

resolution [1]. In re-sampling, the root means square 

error (RMSE) is reported to be less than 0.3 pixels. 

RMSE value between any two different dates and 

different sensor is acceptable if it is less than 0.5 pixels. 
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The RMSE error value after re-sampling for the data used 

in this study is 0.3 pixels which is less than 0.5 pixels. So 

this data set can be used for classification.   

B. Geo-correction 

Landsat datasets are geo-corrected with known ground 

control points (GCP). For geometric correction we have 

considered 2011 satellite image as reference images 

where all other images used in this work are re-sampled 

and co-registered to the reference image. Geo-correction 

is done using both topo-maps and ground control points 

(GCP). Each satellite images are geo-referenced by 

keeping 100 GCP (ground control points) for all the 

images (1973-2011).  

C. Subsetting region of interest 

Survey of India top sheets of 1:50,000 and 1:2, 50,000 

scales [35-38] were used to generate vector layer (base 

layer). The vector layer is prepared by digitizing the 

administration boundary and it is overlaid on raster layers 

(satellite images). Here the geo-referenced data (both 

raster image and vector layers) are used to subset the 

region of interest. In the Fig. 2, region of interest is 

cropped from given satellite image (full swath). 

 

 

Fig 2: (a) Shape File of Bangalore, (b) Bangalore Shape File overlaid on 
the Original Image, (c) Bangalore district is cropped from Original 

Image 

D. Cloud Removal 

Generally, in multi-spectral imaging, fusion techniques 

are used to remove cloud pixels from the satellite images 

by replacing each pixels of the main image by using a 

reference image. For LANDSAT ETM+ 2011 image, the 

isolated cloud pixels were found by visual inspection. So 

we used image fusion method for removing cloud pixels 

[30-39]. Image fusion method is a process of combining 

information from two or more images in order to create 

another image [13-15]. The six bands of Landsat ETM+ 

2010 nearest date image are used for replacing Landsat 

ETM+ 2011 image for cloud pixel replacing.  For each 

band, we have corrected the brightness and a threshold is 

used for detecting the cloud pixels. The different solar 

irradiance and atmospheric effects are eliminated from 

each spectral band by assuming linear relation [29-32] 

between the corresponding brightness values of the two 

images.  

The equation which is used for brightness correction is 

given by, 

 

' ( , ) [ ( , ) ]



  main

ref ref ref main

ref

f i j f i j m m     (1) 

where 'reff is the new value,
reff is the brightness value 

of a pixel of the reference image, 
refm is the mean of the 

reference image, 
ref is the standard deviation of the 

reference image, mainm is the mean of the clouded image 

and main is the standard deviation of the clouded image. 

Here the clouded image is considered to be an original 

image which is adjusted using the reference image. So 

that, it’s mean and standard deviation match the clouded 

image. Clouds reflect [30] the solar radiation in the 

visible and infrared spectra to a much higher degree than 

open grounds so we set a threshold C1 (C1=250) to 

distinguish between cloud regions and the open ground 

regions (where open ground region pixel value is nearly 

150). The value of the threshold C1 is determined by 

histogram values of the image. Further, we compute 

absolute value in order to determine the reliable detection 

(i.e. difference between the same locations of the main 

image and the brightness-corrected reference image) is 

given by, 

 

1 1 2( , ) ' ( , ) | ( , ) ' ( , ) |main mainref ref
f i j c f i j c f i j f i j c      

(2) 
 

where 'reff is the reference image, 
mainf is the main 

image, 
refm is the mean of the reference image, 

ref is 

the standard deviation of the reference image, mainm is 

the mean of the main image and main is the standard 

deviation of the main image A threshold C2 ( C2=200 ) is 

used to ensure the reliability and validation of the 

detected region in clouded region. A binary decision map 

is generated by using two thresholds values C1 and C2. To 

identify cloud shadow pixels in case of satellite bands-

gray format is very hard (due to brightness value of 

shadow is quite close to other regions and it is much 

smoother than the other those of the other surrounding 

regions). The cloud-free pixels from 2010 image 

information are used to replace 2011 image clouded 

pixels. After all the pre-processing steps the final data 

sets are shown in the Fig.3.  From the Fig.3, we can make 

out visually all the clouded pixels are removed.   
 

 
Fig 3: (a) Clouded image of Landsat ETM+ 2011, (b) Cloud free image 
of Landsat ETM+ 2010, (c) Clouded image pixels replaced in Landsat 

ETM+ 2011
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III. IMAGE CLASSIFICATION METHOD  

Image classification methods [36-40] are very useful in 

identifying different features from the given image. 

Features like built-up, water, vegetation and barren land 

can be used for exploring in order to understand the 

multi-temporal variations. Multi-temporal satellite 

images [6-12] provide excellent temporal variations 

which can be used for urban growth analysis. Different 

combinations of bands [13-15] are generated in order to 

identify built-up, vegetation, water and barren land 

signatures from the satellite images (signatures means 

similar spectral values). The supervised classification 

methods are used for pattern classification [16]. 

Supervised classification [16] identifies class information 

in the satellite images and similar pixels are used as 

‘training samples’ (signature values). The classifier 

system is used to determine the statistical 

characterization of reflectance for each information class 

and this stage is called ‘Signature analyses’. Signature 

analyses involve statistical characterization of the range 

of reflectance on each band. The statistical 

characterization has been achieved for each information 

class. Then the image is classified by examining the 

reflectance for each pixel and making a decision about 

which of the signature it resembles accurately [13-18].   

The band combinations for each image are shown 

below which are used to collect signatures or training 

samples from the given datasets:  

 

1) Landsat-MSS 1973 data with band combinations 

(for false color composite (FCC) - 321 band and 

True color composite (TCC) - 432 band) 

2) Landsat-TM 1992, 1999 data with band 

combinations (for FCC - 432 band and TCC 321 

band) 

3) Landsat-ETM+ 2002, 2005, 2008, 2011 data with 

band combinations (for FCC 432 band and TCC 321 

band) 

 

In Fig.4, the band combinations are used for collecting 

training samples. The collected samples are given as 

input to maximum likelihood classification method. 

Satellite image are classified using ERDAS® - classifier 

module. Maximum Likelihood Classifier (MLC) is a 

well-known parametric statistical classifier algorithm 

[16]. In MLC, normal distribution is assumed for the 

input data. The input data consists of two parameters – a 

mean vectors and a covariance matrix for estimation of 

class distributions. The mean and covariance matrix is 

used in discriminant functions to find discrimination in 

the distribution. The discriminant function in MLC is 

given by: 

 

1
( ) ln ( ) ( )Tg x X m X m

i i i
i i


     

      (3) 

 

where X is the m dimensional input feature vector, mi is 

the mean feature vector for class i, Σi is the covariance 

matrix for each class i with the size of m*m and n is the 

number of classes. MLC [16] is considered as standard 

classification algorithm for comparing with the other 

algorithms.  The samples are represented by cluster space 

representation where information (or samples) is 

automatically assigned to their spectral classes. Pixel 

labelling is carried-out by combined decision based on its 

relationship to the defined clusters and cluster 

membership of the belonging information classes. The 

accuracy assessment is carried-out using known ground 

control points (GCP’s) and for cross verifying we have 

used Google Earth® tool. Google Earth data 

(http://earth.google.com) is used for pre-classification 

and post-classification processes and validation of the 

results. The results are compared and analyzed using 

classification matrix.  

 

IV. RESULTS AND DISCUSSIONS 

In this section, descriptions of the study area and land 

cover change analysis are discussed. The Study area-

Bangalore region is located in the south of Karnataka 

state. It is the capital city of Karnataka state. It is India’s 

third most populous city and also it is fifth most populous 

urban agglomeration. The latitude and longitude of 

central Bangalore region is 12°58′0″N and 77°34′0″E.  

 

 

Fig 4: Study of Bangalore urban region is shown. 

 

Bangalore receives moderate rainfall [17]. The mean 

annual total rainfall is about 880 mm with 60 rainy days a 

year over a period of ten years from 2000 to 2010. The 

temperature in summer is about 18º- 38º and while winter 

is about 12º- 25º. Bangalore is located at an attitude of 

920 mtrs above the mean sea level. This has created an 

undulating terrain in the Bangalore region and has 

facilitated in creation of large number of wetlands. Fig.4 

shows study area of Bangalore region.  

Maximum likelihood classification is used for 

classifying the given satellite images which results in 

thematic images. The thematic images are used to 

monitor and detect land cover changes in the Bangalore 

urban region, from the given different satellite images for 

the years 1973 to 2011. Maximum likelihood 

classification [16-18] method is applied for all the 

satellite datasets for digital data exploration. The satellite 

images are classified to produce four before mentioned 

thematic classes. The thematic classified images are used 
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to analyze the changes that occurred from the year 1973 

to 2011. The classification method is applied for data 

analysis. Table 1 explains the thematic information 

obtained from the classification technique. Table 2 

explains the area coverage for each land cover class by 

square kilometer percentage across several dates. The 

resulting thematic land cover change images are shown in 

Fig.5 - 11. Further, the classification matrix is used to 

analyze the urban growth. The classified images are 

interpreted in order to obtain number of pixels for 

calculating area. Temporal analysis helps in studying the 

change detection for analyzing decrease in number of 

water and vegetation image pixels. The results shows that 

in the years 1973, 1992, and 1999 land cover is slowly 

increasing in Bangalore district with a total area coverage 

from 101.80 km
2
 to 383.93 km

2
. But a sudden increase in 

the urban region can be seen during the years 2002 to 

2011 from 510.20 km
2
 to 554.82 km

2
. 

From table 2, it can be seen that during the year 1973, 

area covered by water is 88.62 km
2
 and area covered by 

vegetation is 386.34 km
2 

while in the year 2011, water is 

9.6 km
2
 and vegetation is 78.31 km

2
. As a result of urban 

region development in this region, a drastic increase in 

urban area is observed between 1973 to 2011. In Fig. 5-

11, different satellite images and classified images are 

shown. In Fig. 5, it can be seen that built-up area is about 

101.1 km
2
 and in Fig. 11 it is observed that built-up has 

increased to 1554.8 km
2
. From table 2, it is seen that 

water region is decreasing during the year 2002 to 2011 

and vegetation region is also following the same pattern. 

In the year 2002, area covered by vegetation region is  

152.65 km
2
  and where as  2011, area  covered by 

vegetation region is 78.31 km
2
. 

Table 1: Landsat satellite image classification where four different 

classes built-up, vegetation, water and barren. 

 

 

 

Table 2: Converted the Landsat satellite image pixels into km2 where 
we can see vegetation and water is decreasing in terms of kilometer. 

SL 
NO 

YEAR 
Built-up 
Km2 

Vegetation 
Km2 

Water 
Km2 

Barren 
Km2 

1 1973 101.7918 386.3457 88.6248 1604.7 

2 1992 304.3755 322.6941 76.6791 1478.11 

3 1999 383.931 174.1221 27.3267 1596.08 

4 2002 510.2019 152.6562 24.4251 1493.61 

5 2005 527.1588 151.0623 9.5976 1493.98 

6 2008 535.6584 150.9768 9.5805 1485.58 

7 2011 554.8275 78.3126 9.6111 1539.04 

 

For the year 1992, area covered by vegetation land is 

14.8% (322.70 km
2
) and area covered by water region  is  

3.48% (75.9 km
2
) for the Bangalore region. Urban region 

has also  increased in comparison with the year 1973; it 

has covered 13.95% (304.37 km
2
). Significant increase in 

urban regions can be noticed for the year 2002, 2005 and 

2008 and also sudden decrease in water and vegetation 

regions. In the year 2011, similar  trends were observed. 

Vegetation land has decreased to 3.6% (78.31 km
2
), 

water region is 0.6% ( 9.61 km
2
) and urban region is 

25.40%  (554.8 km
2
). Here it can be observed from the 

image, the interpreted results of the vegetation and water 

regions have decreased drastically. From the year 1973 

image, a  large number of water bodies can be seen and it 

has gradually  decreased in  the year 1992, 1999, 2002, 

2005, 2008 and 2011. In Fig.12-15, the four important 

classes, namely, built-up, water, vegetation  and barren 

land are shown  using bar graph. From the graph, we can 

infer that built-up region has increased which has resulted 

in a decrease of vegetation and water regions. The results 

shows that there is sudden increase of  land cover change 

rate between 1973 and 2002. Further it has increased 

more in 2011 image. The unplanned urbanization has 

affected the existence of water and vegetation regions 

further the natural catchments have been affected due to 

urban growth. This will affect water logging in these 

regions. From the results, it can be infered that the water 

regions have disappeared over a period of time due to   

the human impact.  

 

V. CONCLUSIONS 

This paper presents the result of Bangalore urban 

region for over 39 years (1973-2011). In this research, 

maximum likelihood pattern classification algorithm is  

 

 

SL 

NO 
YEAR 

Built-up 

Pixels  

Vegetation 

Pixels  

Water 

Pixels  

Barren 

Pixels  

1 1973 113102 429273 98472 1782995 

2 1992 338195 358549 85199 1642342 

3 1999 426590 193469 30363 1773425 

4 2002 566891 169618 27139 1659567 

5 2005 585732 167847 10664 1659974 

6 2008 595176 167752 10645 1650644 

7 2011 616475 87014 10679 1710049 
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used in order to analyze temporal satellite images.  The 

results clearly indicated the decrease in number of 

vegetation image pixels and water image pixels with the 

increase in number of urban pixels. The year 1973 had a  

large number of water regions in comparison with 1992 

and 2011. As urban regions is growing and it has affected 

the natural resources like water and vegetation. The 

influence and impact of human settlements on the 

environment can be seen and justified. 
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Fig 5: a) TCC b) FCC and c) Classified Landsat MSS 1973 satellite image. 

 

 

 

 

 

 

 

 

 

 

 

Fig 6: a) TCC b) FCC and c) Classified Landsat TM 1992 satellite image. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 7: a) TCC b) FCC and c) Classified Landsat 7TM 1999 satellite image. 
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Fig 8: a) TCC b) FCC and c) Classified Landsat ETM+ 2002 satellite image. 

 

 

 

 

 

 

 

 

 

 
 

Fig 9: a) TCC b) FCC and c) Classified Landsat ETM+ 2005 satellite image. 

 

 

 

 

 

 

 

 

 

 

 

Fig 10: a) TCC b) FCC and c) Classified Landsat ETM+ 2008 satellite image. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 11: a) TCC b) FCC and c) Classified Landsat ETM+ 2011 satellite image. 
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Fig 12: Landsat satellite image classifications results for different year 
is shown in bar charts for built up region. 

 

Fig 13: Landsat satellite image classifications results for different year 
is shown in bar charts for Vegetation region. 

 

Fig 14: Landsat satellite image classifications results for different years 

is shown in bar charts for water region. 

 

Fig 15: Landsat satellite image classifications results for different years 
is shown in bar charts for barren land region. 
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