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Abstract—Nowadays, the human behavior analysis by 

computer vision techniques has been an interesting issue 

for researchers. Automatic recognition of actions in video 

allows automation of many otherwise manually intensive 

tasks such as video surveillance. Video surveillance 

system especially for elderly care and their behavior 

analysis has an important role to take care of aged, 

impatient or bedridden persons. In this paper, we propose 

a high accuracy human action classification and 

recognition method using hidden Markov model classifier. 

In our approach, first, we use star skeleton feature 

extraction method to extract extremities of human body 

silhouette to produce feature vectors as inputs of hidden 

Markov model classifier. Then, hidden Markov model, 

which is learned and used in our proposed surveillance 

system, classifies the investigated behaviors and detects 

abnormal actions with high accuracy in comparison by 

other abnormal detection reported in previous works. The 

accuracy about 94% resulted from confusion matrix 

approve the efficiency of the proposed method when 

compared with its counterparts for abnormal action 

detection. 

 
Index Terms—Video surveillance, human action 

recognition, star skeleton method, feature extraction, 

hidden Markov model. 

 

I.  INTRODUCTION 

Human action recognition and classification methods 

have many different applications useful in human life. 

Video surveillance is one of its attractive utilization 

which is applied in intelligent supervision systems in 

banks, parking lots and smart buildings [1, 2]. Interaction 

between human and machine to order and communication 

is another important issue, which is done by various 

techniques such as speech recognition [3] and hand 

gesture classification [4]. The processing of video frames 

come from security cameras with the aim of controlling 

and recognizing abnormal behaviors create an automatic 

care monitoring system as a human action recognizer. On 

the other side, the number of the elderly and the sick who 

live alone and need to be checked by continuous 

monitoring are increasing thus intelligent systems are 

useful and necessary for elderly permanent monitoring. 

Several factors are vital in the efficiency of an action 

recognition system such as, detection time, background 

of the location, the abnormal conditions and the number 

of people in the interested environment. The significance 

of each factor in the object of study and the type of action 

or behavior identify the type of recognition and 

classification. For instance, in partly behaviors just the 

top part of body is used to hand gesture recognition [5]. 

Human behavior analysis from a captured video 

requires a pre-processing step including foreground and 

background detection, and tracking individual in 

consecutive frames. The others major steps are feature 

extraction, a suitable classifier or model selection and 

finally the process of classification, identification and 

authentication based on extracted features. The first step 

for detection of an object behavior is identifying the 

movement of an object in the image and its segmentation. 

The most famous strategy for moving object detection is 

background subtraction [6]. A simple approach of 

background subtraction is achieved by comparing each 

frame of the video with static background. As we said, 

after pre-processing step, an automatic recognition 

system includes two fundamental stages: first stage is 

extracting features of the input frame and the second 

stage is actions classification [7]. One of the most 

important steps in behavior analysis process is feature 

extraction and creating a suitable feature vector. This part 

of process will generate the primitive data for classifier. 

There are wide selections of feature extraction methods in 

human action recognition such as blob method [2], edge 

based method [8]. Furthermore, the extremities of human 

contour to its centroid are one of the conceptual features 

extracted from star skeleton method [9]. Low 

computational complexity and low sensitivity to resizing 

are from the advantages of star-skeleton method. In 

recognition system, a sequence of images introduces the 

action, and independent of the feature extraction method, 

the system produces a feature vector and converts it to a 
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symbol which is detectable by a classification method 

[10]. Human action classification presented by different 

strategies in the previous studies follow feature extraction 

step. K-nearest neighborhood (KNN) is a simple and 

useful classifier with high compatibility to take 

perception and without needing to create hypothesis on 

data [11]. A drawback of KNN classification is high 

computational timing in learning procedure. A good 

selection of k value is another problem which has to be 

set by different simulations. In Ref. [12], K-Means 

algorithm extracts features and KNN classifies different 

actions. Support vector machine (SVM) is another 

method of classification [13] that has indicated well 

performance in recent years in comparison with the old 

methods. Although SVM generally is used in two class 

problems, by using the strategy of one-versus-one and 

one-versus-all case it could solve multi class problems 

[14]. Hidden Markov model (HMM) presented in [15] is 

a high precision with extra computing load classification. 

In this paper we use HMM as a high accuracy 

classification method in our proposed surveillance system. 

The remainder of the paper is as follows: section 2 

overviews the related work. Section 3 is a brief review on 

hidden Markov model. Section 4 described the principal 

of our proposed surveillance system. The simulation 

results and comparison is presented in section 5 and 

finally, the paper is concluded in section 6. 

 

II.   RELATED WORK 

Many different approaches for action recognition have 

been proposed over the past two decades [16]. These 

researches have different applications according to 

behaviors varieties. Sensors and cameras are widely used 

for surveillance applications. In some researches, the 

acceleration obtained from sensors is used for human 

action recognition, such as elderly people care in smart 

homes by sensors [17, 18]. The main disadvantages of 

acceleration based methods are a person must wear a 

particular sensor or device or place in a particular place. 

The other method is video surveillance, in this method 

one or multi-camera is used in different locations for 

human behavior recognition. This type of supervision has 

been used for human different behaviors recognition such 

as care behavior for elderly people and abnormal or 

criminal behaviors in indoors or outdoors. Ref. [19] 

presents a particle video-based abnormal behavior 

detection method and hidden Markov model is used for 

small groups of abnormal behavior detection. An 

automated video surveillance for crime scene detection 

using statistical characteristics is presented in [20]. If the 

scene shows some peculiar situation such as purse 

snatching, kid napping and fighting on the street, the 

surveillance system recognize the situation and 

automatically report to agency. Another application of 

video surveillance is elderly people behavior analyzing in 

emergency. In Ref. [21] the recognition of abnormal 

human activities such as falling, chest pain and fainting, 

vomiting, and headache is studied. The proposed system 

model presents a novel combination of R transform and 

principal component analysis (PCA) for abnormal 

activity recognition. Hidden Markov model (HMM) is 

applied on extracted features for training and activity 

recognition. Ref. [22] presented a method for human fall 

detections based on combination of eigenspace technique 

and integrated time motion images (ITMI). Eigenspace 

technique is applied to ITMI for extracting eigen motion. 

On the other hand, multi class SVM classifies and 

determines a fall event. Ref. [23] proposed a method to 

detect falls based on a combination of motion history and 

human shape variation. Ref. [24] presents a HMM 

classifier for behavior understanding from video streams 

in a nursing center. To extract an activity from video 

stream, it is necessary to detect the foreground objects 

and extract image features. Based on the extracted 

foreground pixel, a posture is represented by a pair of 

histogram projection in both horizontal and vertical. The 

motion computed from the motion history map (MHS) is 

also used as the features in determining the activity and a 

duration-like HMM is adopted for activity feature 

extraction. Ref. [25] presents a novel method to detect 

various posture-based events in a typical elderly 

monitoring application in a home surveillance scenario. 

Combination of best-fit approximated ellipse around the 

human body, horizontal and vertical velocities of 

movement and temporal changes of centroid point, would 

provide a useful cue for detection of different behaviors. 

Extracted feature vectors are finally fed to a fuzzy 

multiclass support vector machine for precise 

classification of motions and the determination of a fall 

event.   

In this paper, the classification and recognition human 

abnormal behaviors are our focus. For this purpose, 

extremities have been identified with sufficient accuracy 

by feature extracting step according to center of gravity 

and position of the body, and final feature vector is 

produced. Then HMM classifies according to extracted 

features and at the end abnormal behaviors are detected. 

 

III.  A BRIEF REVIEW ON HIDDEN MARKOV MODEL 

Hidden Markov model is a powerful model for 

recognition random of events and dynamic processes [15]. 

Training is one of the most important ability of HMM. 

For training process, we apply a set of sequential data to 

HMM and estimate its primary parameters. In this paper, 

we use discrete HMM for classification and recognition 

human behavior. 

A discrete  HMM consists of a number of states each 

of which is assigned a probability of transition from one 

state to another state and when the system is in a state in 

particular time such as t is shown by qt, (t=1,2,....). With 

time transitions, states occur stochastically. Like Markov 

models, states at any time depend only on the previous 

state or the state at the preceding time. In a discrete 

HMM one symbol is yielded from one of the HMM states 

according to the probabilities assigned to the states. 

HMM states are not directly visible, and can be observed 

only through a sequence of observed symbols [26]. To 

describe a discrete HMM, the following notations are 
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defined [15]: 

 

N = number of states in the mode 

V= {v1, v2,...,vM}: set of possible output symbols. 

M = number of observation symbols. 

Q = {q1, q2,...,qt}: set of states 

 

We display state transition probability matrix by A = 

{aij} achieved according to equation (1): 

 

1[ | ]ij t ta P q j q i  
      

1 ,i j N 
            

(1) 

 

Where ija  is the probability of transition from state i to 

state j. 

We display symbol output probability matrix by B = 

{bj(k) } and achieved according to equation (2): 

 

( ) [ | ]j t kb k P O v q j  
      

1 i M              (2) 

 

Where O = (o1,o2,...,oT) is the sequence of observations, 

OT is the output at time t and all the observations 

displayed by T. 

Initial state probability matrix shown by π = {πi} and is 

achieved according to equation (3): 

 

[ ]i tP q i  
    

1 i N                        (3) 

 

For each of the above parameters, the model is defined 

completely if there is a value for above parameters. So a 

HMM like λ can be shown by a set of three matrixes as 

equation 4. 

 

( , , )A B                                  (4) 

 

A.  Recognition and Training Using HMM 

To identify observed symbol sequences, we conceive 

one HMM for each category. For a classifier of C 

categories, we choose the best matches of model with the 

observations from C HMMs λᵢ ={Aᵢ, Bᵢ, πᵢ} i=1,......,C. 

accordingly for a sequence of unknown category, we 

calculate Pr(λᵢ|O) for each HMM λ ᵢ and  select     , 

where 

 
* argmax( ( | ))r ic P O                         (5) 

 

Given the observation sequence O = (o1, o2, ..., oT)  and 

the HMM λi, according to the Bayes rule, we should salve 

how to evaluate Pr(λᵢ|O), the probability that the 

sequence was produced by HMM λi. This probability is 

calculated by using the forward algorithm [27]. The 

forward algorithm is defined as follows: 

 

1 2( , ,..., | , )t T tP o o o q i  
                    (6) 

 

αt(i) is called the forward variable and is calculated 

recursively as follow: 

1 1( )i jb o 
       1 i N                   (7) 
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1
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       (8) 

 

1

( | ) ( )

N

T

i

P O i 


                          (9) 

 

We calculate the likelihood of each HMM using the 

above equation and select the most likely HMM as the 

recognition result. For learning stage, each HMM must be 

trained so that it is most similar to produce the symbol 

patterns for its category. Training an HMM means 

optimizing the parameters (A, B, π) of the model to 

maximize the probability of the observation sequence 

Pr(λ|O). The Baum-Welch algorithm is used for these 

estimations. We should define a number of variables 

before Baum-Welch algorithm definition:  

 

1 2( ) ( , ,..., | , )t t t T ti P o o o q i                  (10) 

 
𝛽t(i) is called the backward variable and can also be 

solved inductively in a manner similar to that used for the 

forward variable αt(i). 

 

( ) 1T i 
        

1 i N                        (11) 
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To determine the optimal sequence of states it is 

required to define a variable named γ as follows:   
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This equation can be summarized as follows: 

 

1
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And finally Baum-Welch algorithm can be defined as 

follows:
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1( , ) ( , | , )t t ti j P q i q j O     

1 1( ) ( ) ( )

( | )

t ij j t ti a b o i

P O

 



 
                    (16) 

 

Using these equations, HMM parameters λ can be 

improved to  . The re-estimation equations from λ = (A, 

B, π) to ( , , )A B C  are: 

 

( )i i                                     (17) 
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Although Baum-Welch algorithm does not always find 

the global maximum, it find the local maximum of 

Pr(O|λ). 

IV.  THE PRINCIPLE OF OUR PROPOSED SURVEILLANCE 

SYSTEM 

Totally, our proposed surveillance system includes 

several steps. Some of these steps are pre-processing and 

others are main steps. Fig. 1 shows our proposed 

surveillance system for human action detection 

procedures. As shown in figure, at first we use 

background subtraction algorithm for input data to extract 

silhouette of body by foreground and background 

detection. Then, we extract extremities by star-skeleton 

method. For this purpose, we calculate the centroid of the 

contour and provide the distances of each point on the 

contour from the centroid in a counter-clockwise. With 

this procedure, we find the local maxima of the external 

points from distance sequences and analyze the distance 

diagram of contour extremities for extracting important 

points or extremities of human contour. For feature 

vector production, we use polar coordinate system for 

description of the extremities. We place the center of the 

polar coordinate system on the centroid of the contour 

and produce feature vector by the position of the points in 

each division. As shown in Fig. 2. 

 

 

 

 

Fig.1. Human Action Recognition Procedures Video 

 

Fig.2. The Extremity Points of Human Body Silhouette in Star Skeleton 
Method 

We choose eight angle and three length divisions thus 

we have a feature vector with the length of 24. 

Accordingly, the number of points counted in angle and 

length divisions produce final feature vector of body 

contour. Overall, we have a feature vector for each video 

frame and a time sequence by converting these feature 

vectors to discrete symbols. As we know HMM is an 

effective method to analyze these sequences. We apply 

Leave-one-out method for training step, so in each 

operation, one of the video samples is chosen as test 

sample and others are used for training, every time test 

sample change and other samples are used for training. 

Therefore, as we said, in a feature vector the number of 
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important extremities points counted and saved. Then this 

information is used as the input of training stage and 

HMM parameters are trained. To get HMM we use 

Baum-Welch algorithm and behavioral classification to 

adjust suitable HMM parameters from feature vector. 

After training HMM parameters for each class and in 

each stage of Leave-one-out method, we test new sample 

of behaviors. For this purpose, we program a function 

that takes  new videos as inputs according to HMM 

parameters in training stage and compare the feature 

extracted from these videos frames with every HMM of 

each class or action and achieve a probability for the class. 

Finally the system select the class with the best matches 

to desired action and this class is labeled as the result of 

classification for this action. 

 

V.  THE SIMULATION RESULTS OF CLASSIFICATION FOR 

BEHAVIORAL SURVEILLANCE DETECTION  

In this paper, we focus on behaviors that are useful for 

elderly care. To examine our method, we collect a dataset 

as shown in Fig. 3. We consider a set of action including 

falling from the bed, falling from the chair, collapsing, 

sitting and bending by several persons. This collection 

consists of five different actions. For every action, we 

examine seven different samples thus altogether we use 

35 different video sequences. As we said our surveillance 

system finally select a class with the best matches to 

desired action and this class is labeled as the result. The 

simulations carried out on a computer system with 

Windows7, X64, Core i5, 2.13 GHz, RAM 4 GB. 

Fig. 4 shows the result of our system recognition 

accuracy for different samples of each action. As shown 

in Fig. 4, the system recognize actions 1, 4 and 5 

completely true but the system is mistaken in recognition 

of action 2 and 3, because they are somehow similar 

together. 

 

 
Action1 

 

 
Action2 

 

 
Action3 

 

 
Action4 

 

 
Action5 

Fig.3. Our Dataset for Caring Behaviors Including Five Actions
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Fig.4. Our Proposed System Recognition Accuracy for Different Samples of Each Action 

 

Table 1 shows the accuracy of our surveillance system 

by a confusion matrix. In addition, Fig. 5 exhibits the 

color-coded bar chart of the correct and incorrect 

detection accuracy for each action, which is derived from 

confusion matrix. The summation of results shows 94% 

accuracy in correct action detection. The proposed 

method works as a surveillance system. When the 

sequence input data is checked, if its features is similar to 

abnormal behavior such as falling from the bed, falling 

from the chair and collapsing with a high percentage, this 

action is labeled as abnormal behaviors and active an 

alarm.  

To show the efficiency of the proposed approach, we 

have compared our surveillance method with 94% 

accuracy to its counterparts [24, 25], which are briefly 

introduced in related work section. Ref. [24] has been 

proposed based on duration-like HMM classification 

approach and its test stimuli are similar to ours. For 

abnormal detection, the approach has reported 90% 

accuracy. Multi-class SVM [25] reported result show it 

benefits of 88.8% accuracy for abnormal behavior 

detection. 
 

Table 1. The Confusion Matrix of the Dataset 

 Action1 Action2 Action3 Action4 Action5 

Action1 100     

Action2 14.29 85.71    

Action3 14.29  85.71   

Action4    100  

Action5     100 

 

 

Fig.5. Correct and Incorrect Detection Accuracy for Each Action 
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VI.  CONCLUSIONS 

In this paper, we propose a high accuracy behavioral 

surveillance system for elderly care. Abnormal behavior 

detection in our proposed system works based on HMM 

classification. In our system, after pre-processing steps 

star-skeleton method is used to extract body features and 

extremities. Then, some suitable feature vectors are 

generated in polar coordinate system. Finally, this 

information applies to the input of HMM classifier which 

is able to detect and label each input action. The 

simulation results show the efficiency of our method to 

correct detection of five different actions as well as 

abnormal detection. The accuracy of our method in 

elderly care surveillance is 94% which shows improved 

in comparison with the previous similar works presented 

in Refs. [24] and [25] with 90% and 88% accuracy. 
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