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Abstract—Feature extraction is an important step in 

image classification. It allows to represent the content of 

images as perfectly as possible. However, in this paper, 

we present a comparison protocol of several feature 

extraction techniques under different classifiers. We 

evaluate the performance of feature extraction techniques 

in the context of image classification and we use both 

binary and multiclass classifications. The analyses of 

performance are conducted in term of: classification 

accuracy rate, recall, precision, f-measure and other 

evaluation measures. The aim of this research is to show 

the relevant feature extraction technique that improves 

the classification accuracy rate and provides the most 

implicit classification data. We analyze the models 

obtained by each feature extraction method under each 

classifier. 

 

Index Terms—Feature extraction, Image classification, 

Models evaluation, Support vector machine. 
 

I.  INTRODUCTION 

Feature extraction is one of the most important fields in 

artificial intelligence. It consists to extract the most 

relevant features of an image and assign it into a label. In 

image classification, the crucial step is to analyze the 

properties of image features and to organize the 

numerical features into classes. In other words, an image 

is classed according to its contents [1, 2, 3, 4, 5, 6]. 

The performance of the classification model and the 

classification accuracy rate depend largely on the 

numerical properties of various image features which 

represent the data of the classification model. In recent 

years, many feature extraction techniques have been 

developed and each technique has a strengths and 

weaknesses [7, 8, 9, 10]. A good feature extraction 

technique provides relevant features. 

In this paper, we evaluate the performance of the data 

models obtained by the different feature extraction 

techniques in the context of binary and multiclass 

classification by using different classifiers. The 

experimentations were applied on the public image 

dataset “Caltech 101”. We use several performance 

metrics such as: correct rate of classification, precision, 

recall, etc.  

 

The remainder of the paper is organized as follows: In 

Section 2, we introduce an overview of feature extraction 

techniques. Section 3, describes some classifiers. In 

Section 4 we discuss about the experimental results. 

Finally, we give a conclusion of our work and some 

perspectives in Section 5. 

 

II.  FEATURE EXTRACTION TECHNIQUES 

A.  Color Features 

In image classification and image retrieval, the color is 

the most important feature [11, 12]. The color histogram 

represents the most common method to extract color 

feature. It is regarded as the distribution of the color in 

the image. The efficacy of the color feature resides in the 

fact that is independent and insensitive to size, rotation 

and the zoom of the image [13, 14].  

B.  Texture Features 

Texture feature extraction is very robust technique for 

a large image which contains a repetitive region. The 

texture is a group of pixel that has certain characterize. 

The texture feature methods are classified into two 

categories: spatial texture feature extraction and spectral 

texture feature extraction [14, 15, 16]. 

C.  Shape Features 

Shape features are very used in the literature (in object 

recognition and shape description). The shape features 

extraction techniques are classified as: region based and 

contour based [14, 17].  The contour methods calculate 

the feature from the boundary and ignore its interior, 

while the region methods calculate the feature from the 

entire region. 

D.  Feature Extraction Methods Used in this Study 

In this work, we have selected fourteen feature 

extraction methods which are the most used in the 

literature.  

The table 1 summarizes the different feature extraction 

methods used in our research. 
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Table 1. Some Feature Extraction Techniques 

Name Method 

PHOG Pyramid Histogram of Oriented Gradients [27, 49] 

CONTRAST Contrast Features [28] 

FITELLIPSE Ellipse Features [29] 

FOURIER Fourier Features [30] 

FOURIERDES Fourier Descriptors [31, 32] 

GABOR Gabor Features [33, 34] 

GUPTA Three Gupta Moments Features [35] 

HARALICK Haralick Texture Features [36 37] 

HUGEO The Seven Hu Moments Features [38, 39, 40] 

HUINT The Hu Moments with Intensit Features [38, 39, 40] 

LBP Local Binary Patterns Features [41, 42, 43] 

MOMENTS Moments and Central Moments Features [44] 

BASICGEO Geometric Features 

BASICINT Basic Intensity Features [33] 

 

III.  CLASSIFIER SYSTEMS 

A.  Support Vector Machine 

Invented by Vapnik [18], Support Vector Machine 

(SVM) is a binary classifier which attempts to classify 

dataset by finding an optimal hyperplan. The basic idea 

of SVM is to find the optimal hyperplan which separates 

the instances space [19]. It has been shown that there is a 

unique optimal hyperplan that maximize the margin 

between the instances and the separator hyperplan. 

Finding this optimal hyperplan is equivalent to solve a 

quadratic optimization problem [20]. 

Several variant of SVM methods has been invented to 

solve the problem of hyper parameters or to solve quickly 

the quadratic optimization problem. Among these variant 

we quote: SVM-SMO, LS-SVM, υ-SVM etc.  

In this study we use SVM-SMO which uses SMO to 

resolve the quadratic optimization problem. SMO is a 

very robust and fast method [21, 22, 23]. Also we 

propose to use LS-SVM as second variant of SVM. In 

LS-SVM, the classifier is found by solving the linear set 

of equations instead of quadratic programming problem 

[24, 25, 26]. 

B.  K Nearest Neighbor 

K nearest neighbor is a supervised learning method 

that has proven its performance in many applications. The 

goal of k-NN method consists to take the k instances 

which are nearest to the input instance. The k instances 

are defined by calculating a certain distance such as: 

Euclidian distance, City block distance, etc. The label of 

the input instance will be the label that is most 

represented among the k nearest neighbor. 

 

IV.  EXPERIMENT RESULTS 

In this section, we present the experimental results of 

applying different feature extraction methods in the 

context of image classification. Our research has been 

implemented by using Matlab R 2011a and the Balu 

Toolbox [47]. 

All the experimentations were conducted on the Cal-

tech 101 image dataset [45]. We use the following image 

sets for the binary classification: 

 

 Airplanes VS Car Side 

 Cougar Face VS Cougar Body 

 Crab VS Crayfish 

 Crocodile VS Crocodile Head 

 Flamingo VS Flamingo Head 

 Water Lilly VS Sunflower 

 

We have selected the sets of images as a way to create 

some ambiguity to the classifiers. This allows us to show 

the power of the feature selection methods and if the 

method can represents the contained of the image as 

relevant as possible. For example: Flaming VS Flamingo 

Head presents a correlation in classification, in this case, 

if the feature selection method provides a relevant 

features the classification will be improved, else, we 

reach a low classification accuracy rate. 

The performance measures used to evaluate and 

analyze the results are: classification accuracy rate, 

Precision, Recall, F_measure, G_mean, AUC and the Roc 

Curve.  

The table 2 presents the number of images in each 

category. 

Table 2. Number of Image in Each Category Used for this Work 

Category The number of image 

Airplanes 800 

Car Side 123 

Cougar Face 69 

Cougar Body 47 

Crab 73 

Crayfish 70 

Crocodile 50 

Crocodile Head 51 

Flamingo 67 

Flamingo Head 45 

Water Lilly 37 

Sunflower 85 

 

In each classifier systems, we must split the dataset 

into two parts: Training set and Test set. In this study, we 

divide the dataset as follows: 60% of instances will be 

used in the training phase and 40% of remaining 

instances constitute the test set. 

We use the Linear SVM, SVM with Gaussian kernel, 

Least Square SVM (LS-SVM) and k-nearest neighbor for 

the classification. For SVM with Gaussian kernel, the 

parameters σ and C will be selected by experimentation. 

Also, we use the same parameters for LS-SVM with 

Gaussian kernel. 

The Euclidean distance will be used for k-nearest 

neighbor with k=5. 
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A.  Application in Binary Classification 

The numerical results are illustrated in the following tables. 

Table 3. The Numerical Results Obtained by the Feature Extraction Methods under Different Classifiers in the Image Sets: Airplanes VS Car Side 

 

Table 4. The Numerical Results Obtained by the Feature Extraction Methods under Different Classifiers in the Image Sets: Cougar Face VS Cougar 

Body 

 

Table 5. The Numerical Results Obtained by the Feature Extraction Methods under Different Classifiers in the Image Sets: Crab VS Crayfish 
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Table 6. The Numerical Results Obtained by the Feature Extraction Methods under Different Classifiers in the Image Sets: Crocodile VS Crocodile 
Head 

 

Table 7. The Numerical Results Obtained by the Feature Extraction Methods under Different Classifiers in the Image Sets: Flamingo VS Flamingo 

Head 

 

Table 8. The Numerical Results Obtained by the Feature Extraction Methods under Different Classifiers in the Image Sets: Watter Lilly VS 

Sunflower 
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The table 3, 4, 5, 6, 7 and 8 describe the numerical 

results of the classification data obtained by the different 

feature extraction methods for all the image sets used in 

binary classification.  

The experiments are conducted over three variants of 

SVM (Linear SVM, SVM with Gaussian kernel and LS-

SVM), also, we used the k-nearest neighbor. 

Each column of classifier contains six columns: 

 

 CAR: Classification Accuracy Rate 

 PR: Precision 

 RC: Recall 

 FM: F_Measure 

 GM: G_Mean 

 AUC: Area Under the Curve 

 

We evaluate the models obtained by each feature 

extraction method under each classier. 

The rows of the tables represent the feature extraction 

methods which have employed in our research. 

The filled cells represent the high classification ac-

curacy rate of the classification models. 

The analysis of the results shows that the PHOG, 

BASICGEO and LBP have reached a high classification 

accuracy rate compared to other methods under the 

Linear SVM Classifier. We record 100% of the correct 

rate on the dataset: Airplanes VS Care Side. 

In SVM with Gaussian kernel, the feature extraction 

method that has given good results is: LBP. Under the 

LS-SVM classifier, the satisfactory results are observed 

in PHOG, FITELLIPSE and LBP. 

In K nearest neighbor, the PHOG and the LBP have 

achieved a high classification accuracy rate. 

It is very clear that the LBP and the PHOG feature 

extraction methods have given satisfactory results and 

attain a high classification accuracy rate with an 

advantage to LBP method. Also, the PHOG and the LBP 

methods give very good results under the Linear SVM 

Classier. 

Obtaining a high classification accuracy rate does not 

signify that the model is precise and does not give 

information’s about the classifier and the data. That is 

why; we need to evaluate the model with other term. 

In term of precision and recall, we record better results 

for PHOG and LBP. A perfect model is a model that has 

a precision and recall values close to 1. We remark that 

the models created by PHOG method with: Water Lilly 

VS Sunflower and Cougar Face VS Cougar Body have a 

high classification accuracy rate but are not precise (0 for 

precision and recall). In this case, we can say that these 

models are noisy, not precise and not efficient.  

Generally, a precise model is a powerful model, but, it 

possible to obtain a precise model (precision close to 1) 

which is not very efficient (recall close to 0). In our 

results, we record that PHOG and LBP have given a very 

precise and very efficient models, and there is a good 

compromise between recall and precision.  

 

 

We propose also to calculate the f_measure which 

represents the harmonic mean of precision and recall. It 

calculates the ability of system to give all the relevant 

solutions and reject other. Nevertheless, the model which 

reaches a high precision and recall has a good f_measure 

and the opposite is always true, in other terms; the 

f_measure describes the performance of the model.  

The analysis of f_measure obtained by our models 

show that LBP and PHOG is very performance under the 

four classifiers. 

A very interesting performance metric is the geometric 

mean of sensitivity and specificity (G_mean) which was 

used by Kubat et al. in [47]. In our study, favorable 

results in G_mean are recorded for: PHOG and LBP. 

We note that the others feature extraction methods 

have given results a litter closer to PHOG and LBP. 

BASICGEO and GABOR have provided perfect results. 

The following figures illustrate the Roc Curve of our 

models obtained by the feature extraction methods under 

the Linear SVM classifier. We plot only the ROC Curve 

of Linear SVM classifier because is the classifier system 

that has given good results. 

 

 

Fig.1. The ROC Curve for obtained by Linear SVM on the binary 
classification of image sets: Airplanes VS Car Side. 

 

Fig.2. The ROC Curve for obtained by Linear SVM on the binary 
classification of image sets: Cougar Face VS Cougar Body.
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Fig.3. The ROC Curve for obtained by Linear SVM on the binary 

classification of image sets: Crab VS Crayfish. 

 

Fig.4. The ROC Curve for obtained by Linear SVM on the binary 
classification of image sets: Crocodile VS Crocodile Head. 

 

Fig.5. The ROC Curve for obtained by Linear SVM on the binary 
classification of image sets: Flamingo VS Flamingo Head. 

 

Fig.6. The ROC Curve for obtained by Linear SVM on the binary 
classification of image sets: Water Lilly VS Sunflower. 

The figure 1, 2, 3, 4, 5 and 6 represent the ROC Curve 

of linear SVM classification for all the models obtained 

by using feature extraction method. The ROC Curve 

allows a good visual assessment and the AUC is used to 

evaluate the ROC Curve. 

We show that PHOG method has a good performance. 

B.  Application in Multi-Class Classification 

In this section, we evaluate the models obtained by the 

different feature extraction techniques in multi class 

classification. We use the same image sets defined above 

and we add two other classes: 

 

 Airplanes 

 Car Side 

 Cougar Face 

 Cougar Body 

 Crab 

 Crayfish 

 Crocodile 

 Crocodile Head 

 Flamingo 

 Flamingo Head 

 Lobster 

 Scorpion 

 

The number of classes is 14. Our system extracts the 

features by using each method described above (table 1). 

Then, each dataset obtained by these feature extraction 

method will be used under the four classifiers. The 

numerical results are described in the table 9. 

Table 9. The Classification Accuracy Rate in Multi classification for the 

14 Models Obtained by Feature Extraction Methods 

Name 
Linear 

SVM 

SVM 

with 

Gaussian 

Kernel 

LS-SVM KNN 

PHOG 71,56% 49,30% 49,30% 7,73% 

CONTRAST 32,15% 37,87% 39,88% 7,57% 

FITELLIPSE 39,57% 52,09% 54,56% 7,57% 

FOURIER 44,98% 56,26% 57,19% 7,57% 

FOURIERDES 33,08% 43,12% 43,12% 7,57% 

GABOR 67,54% 60,12% 59,81% 7,57% 

GUPTA 39,76% 38,91% 41,33% 9,09% 

HARALICK 6,65% 7,57% 5,10% 7,57% 

HUGEO 13,58% 14,79% 22,55% 9,21% 

HUINT 7,57% 23,18% 52,86% 7,73% 

LBP 61,05% 54,87% 54,40% 7,73% 

MOMENTS 55,18% 51,93% 54,40% 7,88% 

BASICGEO 58,73% 62,29% 63,21% 7,57% 

BASICINT 28,44% 40,80% 42,53% 7,57% 

 

The model obtained by PHOG, GABOR and LBP 

under Linear SVM have reached a high classification 

accuracy rate compared to the other models obtained by 

the other feature extraction methods. 

PHOG exceeds all the feature extraction method in 

multi class classification.  
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The PHOG is a variant of HOG that use the pyramid 

levels technique. Its powerful and efficient lies in the fact 

that the HOG descriptor operates on localized cells, the 

method upholds invariance to geometric and photometric 

transformations, except for object orientation [48]. 

 

V.  CONCLUSION 

In this paper, we present a comparison protocol of 

different image classification models obtained by 

different feature extraction techniques. We evaluation the 

performance on both binary and multi class 

classifications. The experiments were conducted in term 

of: classification accuracy rate, precision, recall, 

f_measure, g_mean and AUC. Also, we propose to use 

the ROC Curve as visual evaluation. We applied this 

study on the Caltech 101 image datasets. 

The results show that the PHOG, GABOR and LBP 

methods have reached a high classification accuracy rate 

and are the very precise and efficient methods. An 

advantage has been recorded to PHOG methods in term 

of precision and recall. Also, in multi class classification 

the PHOG, GABOR and LBP have given favorable 

results. 

Other public image datasets should be tested to select 

the relevant models in image classification in the future. 

We propose as future work to use the feature selection 

method to choose the relevant feature instead of using all 

the feature extraction. 
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