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Abstract—The compositing of videos is considered one 

of the most important steps on the post-production 

process. The compositing process combines several 

videos that may be recorded at different times or 

locations into a final one. Computer generated footages 

and visual effects are combined with real footages using 

video compositing techniques. High reality shots of many 

movies were introduced to the audience who cannot 

discover that those shots are not real. Many techniques 

are used for achieving high realistic results of video 

compositing. In this paper, a survey of video compositing 

techniques, a comparison among compositing techniques, 

and many examples for video compositing using existing 

techniques are presented. 

 

Index Terms—Video compositing, video processing, 

image inpainting, image processing. 

 

I.  INTRODUCTION  

There are several shots in many movies that have been 

introduced to the audience who cannot discover that those 

shots are not real. Some of those shots were normal shots 

such as a man that drives a car, and the highway appears 

behind the car. While others were abnormal shots such as 

a hero that flies in the sky, or jumps abnormally between 

buildings. However, in both cases, no one can deny that 

they have achieved high realistic footages that make the 

audience believe that those shots have already happened. 

In the following lines, some unanticipated facts are 

presented. In "Spider-Man 2" movie (2004), there are 40 

shots of the heads of Alfred Molina and Tobey Maguire 

were acted by digital heads that were integrated with real 

scenes [1]. In "Superman Returns" movie (2006), 

Superman was a digital actor. A digital version of 

Brandon Routh was reconstructed for creating a digital 

Superman character [1]. In "The Curious Case of 

Benjamin Button" movie (2008), there are 52 minutes of 

the movie were acted by a digital head for Brad Pitt [2]. 

In "Harry Potter and the Deathly Hallows" movie (2011), 

many digital backgrounds were used. There are many 

shots had been recorded using green screens that were 

separated using chroma-keying techniques. New digital 

backgrounds were composited with the recorded shots of 

the movie [3]. In post-production process, many videos of 

the actors, backgrounds, virtual objects, or visual effects 

are combined together for generating the final shots of the 

movie. Many techniques are used to generate the final 

result. In general, for compositing two videos (two layers) 

together, a mask that specifies which pixels on the top 

layer that is combined with the lower layer is generated. 

This mask may be a static image or an animated mask for 

specifying the location of an animated object. The 

tracking process is performed for specifying the location 

of animated objects. This process is performed in the case 

of attaching footages with dynamic objects. There is 

another issue of the tracking process. In the case of a 

dynamic camera, the tracking process is performed for 

estimating the movement of the camera. Blending two or 

more videos together for generating the final one is 

considered a major step in the video compositing process. 

There are many techniques for blending two footages 

together. Some of them use the alpha channel for 

straightforward blending [4]. Other techniques blend the 

layers together using image inpainting techniques [5, 6]. 

Videos that are used on the blending step may be 

recorded under different lighting conditions such as 

actors who are recorded in a green screen studio and 

composited with an outdoor background. The difference 

between the light of the studio and the light of the sun 

leads to unrealistic compositing. So the color correction 

process fixes this problem.  

In this paper, a review of video compositing techniques 

is presented. For more clarity, the techniques are 

categorized in the following sections into: generating the 

mask, tracking, blending, and color correction techniques. 

In Sec. VI, experimental results using several techniques 

for videos compositing are presented. In Sec. VII, the 

paper is concluded. 

 

II.  GENERATING THE MASK  

For specifying the location of an object that is wanted 

to be composited with other footage, a mask is generated. 

This mask specifies the spatial location of the interesting 

pixels. This mask has the same dimensions of the original 

image. Each pixel in the mask has a value between zero 

(black) and one (white). Black pixels refer to that the 
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(a)                                       (b) 

Fig. 1. The alpha channel of a computer generated image. (a) The RGB 
image. (b)The mask that specifies the alpha channel of the footage. 

corresponding pixel in the original footage is not 

intervention in the blending process. White pixels refer to 

that the corresponding pixel in the original footage is one 

of the interesting pixels. This mask is used on the 

blending step that is presented in Sec. IV. 

For generating the mask, many techniques were 

developed. Transparent images were introduced by Alvy 

Ray and Ed Catmull [7]. Alpha channel is used in image 

formats to express the transparency in images. In which, 

the alpha channel contains the mask that specifies which 

pixels on the RGB channels are opaque and which pixels 

are transparent. Alpha channel is used for straightforward 

blending using layer-based technique that is presented in 

Sec. IV. For computer generated footage, the mask that 

specifies the alpha channel of the footage is automatically 

generated with the original footage. Fig. 1 shows an 

example of the alpha channel of a computer generated 

image. The problem appears in the footages that do not 

contain the alpha channel such as real camera images or 

videos. Many techniques were presented for extracting 

the interesting objects from a given footage. Image 

matting techniques require interactions of the user by 

drawing scribbles that determine the areas of background 

objects, foreground objects, and the matte. Image matting 

techniques extract the alpha matte of a given image, such 

as Poisson matting [8], closed form matting [9], and 

guided filter [10]. Paint selection technique that was 

presented by J. Liu [11] facilitates extracting interesting 

objects from the given images using a brush. Flash Cut 

that was presented by J. Sun et al. [12] uses a pair of flash 

and no-flash images. In the flash image, the foreground 

objects are brightened more than the similar foreground 

objects that are in the no-flash images. While, the 

background is not affected by the flash. By using this 

observation, Flash Cut separates the foreground objects 

from a given pair of flash and no-flash images. Adobe 

Photoshop presents a set of tools for extracting an object 

from a given image such as Lasso tool, Polygonal Lasso 

tool, and Magnetic Lasso tool [13]. All of those 

techniques and tools give good results for extracting 

specific objects from a still image. For static objects and a 

static camera, extracting specific objects from a given 

video is the same as from a static image. However, for 

animated objects or a non-static camera, there are other 

techniques used for the extraction process. Many 

animated foreground extraction techniques were 

presented. In which, the binary mask is represented by the 

following equation. 
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where Bt(p) is the binary value of the binary mask of 

pixel p, D is the distance between the intensity value of 

the pixel p in frame F at time t and the corresponding 

pixel in the clear frame (Background frame) C, and T is a 

predefined threshold [14]. Where, the clear frame C is a 

frame that has no foreground objects. In Equ. 1, the 

problem is how to get the clear frame C. The traditional 

techniques use a reference frame without any object as a 

clear frame [4]. Those techniques are not sufficient 

because of illumination conditions cannot be the same in 

each frame as in the reference one [15]. Some methods 

model the clear frame using Gaussian distribution, such 

as in [16]. Other methods use multi-modal probability 

density functions (PDF) for modeling the clear frame [17]. 

Where, each pixel in the clear frame is modeled 

dynamically as a Mixture of Gaussians (MOG). P. Kelly 

et al. presented a technique for estimating background 

pixels to be used in the foreground extraction process. A 

new term d is used to represent the color/brightness 

difference value for detecting changes in shadow and 

lighting, as shown in the following equation 
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where dE is the Euclidean distance between the intensity 

of the current pixel and the most common background 

pixel, VC is the brightness in the clear frame, and Vi is the 

brightness of the pixel at the current frame. By using the 

new term d, any background pixel in the variable 

illumination regions is considered one of the background 

pixels. O. Barnich et al. [18] presented a new algorithm 

called (ViBe). ViBe adapts the background model using 

intensity values of a set of pixels that are located at the 

same location in the past frames. All of those techniques 

assume that the camera is a static one within the duration 

of modeling the background. Y. Sheikh et al. [19] 

reconstructed the scene using a sparse model of the 

background for handling the case of a non-static camera 

and background. However, most of the previous 

techniques for generating the mask of an animated object 

need special conditions and complex computations to 

achieve good results. 

On the other hand, chroma-keying techniques are 

considered the best solution for integrating any object 

into another background. A uniform color is used as a 

background during recording the interesting objects for 

extracting those objects from the footages. This color is 

red, green, or blue. However, the red color is very close 

to the skin’s color of a human who is usually required to 

be separated from the scene for the integration purpose 

with another background. The blue channel is the noisiest 

channel and most of captured frame’s details are in the 

red and green channels. For those reasons, the green
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(a) 

 

 
(b) 

 

 
(c) 

Fig. 2. The two illumination types of green-screens. (a) A virtual 
representation of back-drop. (b) A virtual representation of cyc. (c) A 

real cyc green screen studio. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 3. The luminance version of an image. (a) The original image. (b) 
The red channel. (c) The green channel. (d) The blue channel. (e) The 

luminance version of the image 

channel is usually used by chroma-keying techniques [4]. 

In chroma-keying, there are two types of the green 

screen’s illumination [20], as shown in Fig. 2. The first 

type is called "back-drop". In back-drop, the green screen 

is located away behind the interesting object. The 

interesting object’s illumination is separated from the 

illumination of the green screen for avoiding the shadow 

of the object to be appearing on the green screen. 

The back-drop is used for simple tilt/pan shots. 

However, in the case of a free camera movement, back- 

drop is hard to be used. The second illumination type is 

called "cyc" that is used in the case of a free camera 

movement. In cyc, a set of soft lighting is used to 

illuminate the green stage uniformly. 

In chroma-keying, the important step is how to 

generate the binary mask that is called "matte". 

Luminance version for each frame is used for generating 

the matte [4]. For each frame, the luminance version L is 

driven from the following equation 

 

,11.059.030.0 BGRL               (3) 

 

where R, G, and B are the red, green, and blue channels, 

respectively, see Fig. 3. The generated luminance version 

is used for generating the matte using a predefined 

threshold. Where, each pixel in L smaller than the 

threshold is considered a green pixel. Another technique 

for generating the matte uses Euclidean distance for 

calculating the distance between each pixel with a 

predefined color, which is usually green. If the calculated 

distance smaller than a predefined threshold, this pixel is 

considered a green pixel. Color difference matte is 

another technique for generating the matte [4] by 

generating a raw matte r that is driven from the following 

equation 
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Each pixel that is smaller than a predefined threshold 

in the generated raw matte r is considered a green pixel. 

Many techniques and systems were presented to improve 

the chroma-keying process [21-24]. Many commercial 

software products introduce chroma-keying filters, such 

as Adobe After Effects [25] and Final Cut Pro [26]. Fig. 4 

shows the generated masks using different chroma-

keying techniques. 

Nowadays, cheap depth sensors are available. Where, 

the RGB images become RGBD with a new channel for 

storing the depth information for each pixel. Microsoft 

Kinect sensor (http://www.microsoft.com/en-

us/kinectforwindows/) is one of the depth sensors. 

Microsoft Kinect captures the depth information using an 

InfraRed (IR) camera and IR projector. An IR laser is 

emitted from the IR projector. This IR laser is captured 

by the IR camera for getting the depth information using 

triangulation [27]. The captured depth values are 

represented as a depth frame. This depth frame can be 

used as a mask for separating objects that approximately 

have the same range of depth values from the camera. By 

comparing the foreground extraction process using RGB 
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values and RGBD values, without using the depth 

information there is 43.30% true positive foreground 

extraction. However, by using Microsoft Kinect sensor, 

there is 96.70% true positive foreground extraction using 

RGBD values [28]. However, the cheap depth sensors 

have restrictions on the resolution of the captured frames. 

The generated mask is used for extracting the 

interesting object from the original footages to be used on 

the blending stage. This process is performed by 

multiplying the generated mask by the original frame. 

 

III.  TRACKING 

The tracking process is performed because of that, if 

one of the layers that are used in the blending stage is 

captured using a dynamic camera, the extracted object 

from the original footage appears, after blending it with a 

new background, as a skating object. 

The camera movements in the scene, that are captured 

using a dynamic camera, must be applied to the footages 

that are captured using a static camera. In the case of 

using dynamic cameras for recording both of the two 

layers, the stabilizing process is performed to make one 

of them appears as footages that were recorded using a 

static camera. The dynamic camera may be a tilt/pan 

camera or a free camera. For the tilt/pan camera, the 2D 

tracking is sufficient for getting the movements of the 

camera. In the free camera case, match moving 

techniques are used for estimating the 3D position of the 

camera [29]. Another reason for the tracking process is 

that if there is an extracted object that is required to be 

attached with a dynamic object in other footage. The 

tracking process is performed to estimate the 2D or 3D 

position of this object for achieving the spatial/temporal 

coherence of the extracted object and the dynamic object.  

There are many 2D tracking techniques were presented 

[30], such as Kanade-Lucas-Tomasi (KLT) algorithm 

[31-33], mean-shift [34, 35], and appearance tracking 

[36]. According to A. Yilmaz et al. [37], KLT handles 

affine transformations for partial occlusion cases without 

training. In addition, there is a set of commercial software 

packages that facilitate the 2D tracking process, such as 

mocha software (http://www.imagineersystems.com/) that 

uses a planar tracking image engine. The 2D tracking 

process is used for estimating the movements of tilt/pan 

cameras. In this case, a good marker for tracking is 

recommended to be used. The marker must be a visual 

marker that has large details in the texture or a set of 

corners [20]. In the case of green screens, the suitable 

solution for tracking the movements of the camera is a 

green marker. The usage of green visual markers for 

tracking the movements of the tilt/pan camera facilitates 

the marker removal process using the same chroma-

keying technique that is used for removing the 

background. In the case of 2D movements of a dynamic 

object, 2D tracking is efficient for attached other static 

footage with the moving object. While in the case of 3D 

movements of a dynamic object, there are other 

techniques that are used, such as Motion Capture (MoCap) 

systems. MoCap systems are considered the best solution 

for tracking 3D transformations of an animated object 

[38]. Magnetic MoCap technologies are used to capture 

the object’s animations using wired transmitters that 

generate magnetic fields [38]. Optical MoCap systems 

provide a suitable environment rather than magnetic 

MoCap systems. The capturing process in optical MoCap 

systems depends on an optical movement analysis of the 

locations of markers that are attached to the dynamic 

object, see Fig. 6. 

Recently, depth sensors are used to analysis the 

captured depth frames from the scene for the 3D tracking 

of objects and human skeletal movements [39]. Microsoft 

Kinect sensor tracks the human body using a set of 3D 

joints that represent the skeleton of the actor [27]. In spite 

of the low-cost of the depth sensors and its efficiency on 

many applications, there are problems in the accuracy on 

tracking occluding body parts [40, 41]. 

In 2011, T. Weise et al. [42] presented a real time 

facial animation system that is based on the depth sensor 

technology. The technique uses Microsoft Kinect to track 

the facial performance of the user using a predefined 

expression model of him. Those models were 

reconstructed as blend-shapes in an off-line preprocessing 

step. The tracking data is used to assign weights to the 

blend-shapes for generating the reconstructed head that 

mimics the user’s facial performance. Fig. 7 shows the 

usage of T. Weise et al. technique [42] for tracking 

movements of a real head. The extracted animations were 

applied to a virtual head of the user that was generated 

using FaceGen software (http://www.facegen.com/). 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 4. The generated mask using different chroma-keying techniques. 
(a) The original frame. The generated masks using (b) luminance 
version, (c) Euclidean distance, (d) color difference matte, and (e) 

Adobe After Effects.
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Fig. 5. The trackable markers with the green screen. 

Traditional computer vision tracking techniques 

usually require manual initializations and a close camera 

to the interesting object. However, most 3D tracking 

techniques are considered fragile techniques [44]. H. 

Kato et al. [43] presented a robust tracking technique 

with low CPU requirements for the 3D tracking purpose 

without constraining the camera position [44, 45]. This 

technique is presented as a computer tracking library 

called AR-Toolkit that is used in the video-based 

Augmented Reality (AR) system that is presented by H. 

Kato et al. [46]. H. Kato et al. [43] presented an AR 

technique for estimating 3D transformations of a visual 

marker, see Fig 8. AR-Toolkit requires only one visual 

marker for estimating the movements of an object in the 

real scene. The visual marker is a specific printed 

graphical symbol that is designed for a recognition 

technique, see Fig. 9. Detecting the printed marker is the 

first step of H. Kato et al. technique [43]. The detection 

process is performed by converting the color frame to a 

binary one. After generating the binary image of the 

captured frame, the connected component labeling is 

performed to label each 8-connected neighborhood under 

the same number. For each one of the connected 

components, the contour is detected. Those contours are 

used to detect rectangular shapes on the captured marker. 

The final output of this process is an outer rectangle of 

the marker. For detecting the target symbol inside the 

marker, the sub-image within the region of the marker is 

normalized to be analyzed from the front view. The 

analysis is performed by matching the symbol inside the 

marker with predefined templates for the detection 

technique. The detected marker is used for estimating the 

Model-view matrix (M). M specifies the 3D 

transformations of the marker with respect to the camera 

coordinates. In which, M transforms vertices from the 

coordinates of the marker to the coordinates of the 

camera, as shown in the following equation 
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Where Xm, Ym, and Zm are X, Y, Z values of vertices in 

the coordinates of the marker, XC, YC, and ZC are the 

value of vertices in the coordinates of the camera, the first 

three terms of the first three columns of M are the X-Y-Z 

orientation vectors, and the last three terms of the last 

column of M specify the translation. As other purely 

computer vision systems, there are some limitations of 

AR-Toolkit. The virtual marker must be visible in all 

captured frames for tracking the attached object correctly. 

Another limitation of AR-Toolkit is the distance of the 

visual marker. For example, for marker of size 7.37 

inches the longest distance of the marker to be detected 

correctly is roughly 50 inches. The range is not only 

impacted by the size of the marker, but the complexity of 

the marker has its effect. Simpler markers are better for 

the 3D tracking process. The third marker in Fig. 9 is 

considered the most effective marker to be used in the 

tracking process [47]. 

 

 

Fig. 6. Optical motion capturing using Naturalpoint Inc. OptiTrack 

motion capture system. 

In the case of free camera, match moving techniques 

are used [29]. Match moving process estimates the 3D 

movements of the objects from the 2D footages. From the 

estimated data, the camera movements can be estimated 

and applied to a virtual camera for integrating virtual 

objects into the real scene [29]. Another task for match 

moving process is to integrate a real object that is 

recorded using a free camera into a virtual world [20]. 

The real scene must contain heavy details to be used as 

features for the match moving process [20]. The features 

are extracted from the real scene. After that, a camera 

solver technique uses the extracted features for generating 

the 3D trajectories of those features, see Fig. 10. Many 

techniques use match moving process for integrating 

virtual objects into a real scene, such as H. Saito et al. [48] 

who integrated a virtual clothes into a real human. In 

addition, there are several commercial software products 

provide the match moving process, such as Boujou 

(http://www.metrics.co.uk/boujou/) that is award winning 
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match moving software produced for film and TV post 

production shops. 

 

 
(a) 

 
(b) 

Fig. 7. The 3D tracking of human head using T. Weise et al. technique 
[42]. (a) The real frame. (b) The virtual head after applying the 3D 

tracking data to it. 

 

Fig. 8. Overview of H. Kato et al. technique [43]. 

 

Fig. 9. Samples of the visual markers that are used by H. Kato et al. 
technique [43]. 

 
(a) 

 
(b) 

Fig. 10. The feature extraction in the match moving process. (a) The 

original footage. (b) The extracted features using Boujou software. 

After tracking the interesting animated object and the 

camera movements, the blending stage is performed for 

generating the pre-final result of the video compositing 

process. 

 

IV.  BLENDING 

For blending two or more layers, there are many 

techniques are used. The alpha blending is considered the 

simplest technique for the blending process [4] as shown 

in the following equation 

 

,)1( 21 LBBLFC                   (7) 

 

where FC is the final composited frame, B is the 

generated mask, L1 is the first layer, and L2 is the second 

layer. In alpha blending, there is no color correction, that 

leads to unrealistic blending of layers with different 

lighting conditions. The color correction process handles 

those differences. In the alpha blending, there are two 

types for video compositing: Layer-based compositing 

and node-based compositing [49]. In layer-based 

compositing, the footages are stacked as layers in a 

specific order. Many software packages use layer-based 

compositing technique for compositing two or more 

videos, such as Adobe After Effects. In node-based 

compositing, each footage is represented as a node. The 

compositing process is represented as a node-tree or a 

flow chart. This type of compositing is used for complex 

tasks. 

On the other hand, there are other techniques were 

presented for achieving a realistic blending. Those 

techniques clone selected pixels from an image to another 

one in a natural appearance. These techniques do not 

require color correction process for fixing the different 

lighting conditions between the two images. This task is 

performed within the blending process. Adobe Photoshop 

presents a tool for seamless cloning that is called Healing 

Brush tool [13]. Healing Brush tool blends two images 

using a fourth-order Partial Differential Equation (PDE) 

for continuation of derivation that clones two images 

which have different textures on a natural look [50]. 

P. Pérez et al. [51] used Poisson equations rather than 

PDEs, where solving PDEs are more complex than 

solving Poisson equations. Gradient domain is used 

instead of the intensity values of the pixel for cloning two 
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images. Poisson image editing [51] uses guidance field v 

for blending a source region of an image with another 

target image using the following equation 

 

,,min *
2

  ffwithvf
f

       (8) 

 

where f is the unknown scalar function of the final image 

after the blending process, f is the first derivative of 

the unknown scalar function f,   is the unknown region 

in the final image,   is the boundary condition, f 
*
 is 

the scalar function of the target image, and v =  g, in 

which g is a known scalar function of the source image. 

By solving Equ. (8) using a well-known iterative solver, 

the final composited image is driven, as shown in Fig 11. 

Many cloning techniques improve the results of Poisson 

image editing, such as drag–and-drop pasting [52], 

content-aware copying and pasting [53], error-tolerant 

image compositing [54], and Modified Poisson Blending 

(MPB) technique [6]. Gradient domain is used in video 

inpainting by H.Wang et al. [5] that is a framework for 

spatio-temporal video editing. The efficiency of 

inpainting techniques is measured using the human visual 

observation rather than numerical measurements [55]. 

Because of this reason, nobody can numerically prove 

which image blending technique is the best one. Fig. 12 

shows examples of blending target images with source 

images using Healing Brush, Poisson image editing, 

error-tolerant image compositing, and MPB. Fig. 12 

shows that, each technique fails in some cases and 

succeeds in other cases. In Sec. VI, a comparison among 

the performance of Poisson image editing, error-tolerant 

image compositing, and MPB techniques is presented. 

 

V.  COLOR CORRECTION 

The color correction process is performed for making 

two or more footages, after blending them together, 

appear as illuminated using the same lighting condition. 

For each frame in given footages, frame intensity values 

F = (FR FG, FB)
t
 depend on the light source L( ), the 

reflection of the objects I(x,  ) and the sensitivity 

function of the camera C( ) which consists of (CR( ), 

CG( ), CB( ))
t
 [56] that depends on the wavelength   

of the light, and the spatial coordinate x, where 
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where, m refers to (R, G, B) channels. The visible 

spectrum is represented by w. nb and ns are the scale 

factors that control the reflected light at location x. 

Many techniques were presented for matching different 

light spaces [4]. Matching Black and White Points 

technique [4] uses two luminance versions of the two 

footages for matching white and black points of them. 

The matching process generates a color curve that is 

applied to other points in the luminance versions of the 

footages. By matching the light spaces of the two 

luminance versions, the light spaces of the colored 

versions of the footages are matched using linear 

transformations. Grayscale balancing is another technique 

for the color correction process [4]. The idea is that in 

colored images, gray pixels have the same intensity in 

each channel. Any changes in any of the three channels of 

a well-known gray pixel are detected and applied to all 

pixels in the second layer. One of important issues in the 

color correction process is estimating the source light 

color. Diagonal transform [57] is used for estimating the 

unknown source light’s color [56] using the following 

equation 

 

,, KtMt FDF                            (10) 

 

where Fk is the footage that is captured under an 

unknown light source M and DM, t is  a diagonal matrix 

that is used for mapping colors of pixels in Fk to the 

corresponding colors in the transformed image Ft . 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

Fig. 11. Poisson image editing [51]. (a) The target image. (b) the source 
image. (c) The binary mask. (d) The result of Poisson image editing.
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Quality matching is required for layers that have 

different qualities. Color quantization techniques, such as 

median cut algorithm [58], are used for matching the 

number of colors in the layers. Noise detection and 

extraction techniques are used for filtering any noisy 

footage, such as [59, 60]. Texture transfer techniques are 

used for transferring the footage’s textures to other 

footage, such as image analogies technique [61]. 

 

                   
               (a)                             (b)                               (c)                            (d)                             (e)                              (f)                                (g) 

Fig. 12. Comparisons between image blending techniques. Red rectangles refer to the suggested best results from the point of view of the authors. (a) 
The target images. (b) The source images. (c) The binary masks. (d) The results of Healing Brush [50]. (e) The results of Poisson image editing [51]. 

(f) The results of error-tolerant image compositing [54]. (g) The results of MPB [6]. 

VI.  EXPERIMENTAL RESULTS 

In this section, a comparison among blending 

techniques is presented. In addition, a set of experimental 

results using different techniques for generating the mask, 

tracking, blending, and color correction is presented, see 

the video. The green screen shots in the experimental 

results are recorded in the Multimedia Lab 

(http://www.aun.edu.eg/multimedia/), Assiut University, 

Egypt. The experiments were done on an Intel core
TM

 i7-

3370 CPU @ 3.40GHz machine. This section is 

categorized into three subsections: comparison among 

blending techniques, compositing of real footages, and 

compositing of virtual and real footages. In comparison 

among blending techniques subsection, a comparison 

among the performance of blending techniques is 

presented. In compositing of real footages subsection, 

examples of merging two layers of real footages together 

for generating the final result of the video compositing 

process are presented. In compositing of virtual and real 

footages subsection, virtual objects are integrated into a 

real scene using a set of steps for generating the final 

result. 

A. Comparison Among Blending Techniques 

In this subsection, a comparison among the 

performance of Poisson image editing [51], error-tolerant 

image compositing [54], and MPB technique [6] is 

presented. Flowers dataset that presented in [62] was used 

by the blending techniques as a set of target images to 

analysis the performance of those techniques. The reason 

of using this dataset is that each image in this dataset 

contains heavy details and textures. The dataset consists 

of 1,360 images, where each image contains in average 

300000 pixels. Dataset’s images are categorized into 17 

different categories. Each category contains 80 images. 

Source images that were used in the comparison are in 

different sizes. The dataset was scaled up to generate 

another two datasets for evaluating the performance of 

blending techniques with different sizes of images. The 

first new dataset was scaled up 150% from the original 

size of the dataset, and the second one was scaled up 

200% from the original size of the dataset. Table 1 shows 

the results of the comparison. The required time by 

Poisson image editing and error-tolerant image 

compositing is directly proportional to the size of the 

source image. However, MPB takes shorter time when 

the size of the source image is large compared with 

smaller source images, where MPB technique uses the 

inverse of the source image as a target image in an 

additional step to Poisson image editing. Error-tolerant 

image compositing takes less time compared with the 

other techniques, while MPB takes the longest time 

compared with the other techniques. All of those 

techniques are directly proportional to the size of the 
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target image, where the process of cloning is applied to 

all of the target image’s pixels. 

B. Compositing of Real Footages 

For compositing real to real footages, chroma-keying is 

performed. In the first experiment, footages of an actor 

are merged with other footages for some people in 

Alexandria, Egypt, as shown in Fig. 13 (a). First, the 

actor was recorded at a green screen studio using a static 

camera. The green screen footages were aligned with the 

layer of the other footages using layer-based compositing 

technique; see Fig. 13 (b). Chroma-keying using 

"keylight" effect that is presented by Adobe After Effects 

was performed, as shown in Fig. 13 (c). KLT technique 

[31-33] was used for tracking the train. We chose the 

train in the footages of the people, because the train is 

one of the static objects in the footages. The tracking 

process was performed for applying the tilt/pan camera 

movements to the layer of the actor. Color correction 

using matching black and white point technique [4] is 

shown in Fig 13 (d). Fig 13 (e) shows the quality 

matching process that was performed using median cut 

algorithm [58]. Where, the color quantization of the 

actor’s layer is applied for matching the quality of the 

layer of the actor and the second layer. There is an 

occluded person by the actor, as shown in the fourth 

frame in Fig. 13. For more realistic result, this occluded 

person was tracked using mocha tracking software for 

separating him in a layer that occludes the actor’s layer; 

see Fig. 13 (f). 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 

 
(e) 

 

 
(f) 

Fig. 13. Merging an actor with other footages. (a) The original footages. (b) After aligning the layer of the actor with the layer of the other footages. (c) 
After chroma-keying. (d) After the color correction process. (e) After the quality matching process. (f) The final footages after fixing the problem of 

the occluded person 
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Another example is shown in Fig. 14, where actors 

were separated from the studio using chroma-keying to 

be merged with other footage. The two actors were 

recorded with a green screen, as shown in Fig. 14 (a), to 

be integrated with other footage, as shown in Fig. 14 (b). 

Fig. 14 (c-d) show two frames after the color correction 

process. Because of camera movement in the second 

footages, the tracking process was performed as the 

previous experiment. To get a stable marker for the 

tracking process, a visual black and white marker, that 

contains 12 corners, was used. See the red rectangle in 

Fig. 14 (e). For removing this marker, the marker was 

tracked using mocha tracker, and then a clear part of the 

table without any marker was used by Poisson image 

editing technique [51] as a source region to be cloned 

with the table in the original footages. 

 

 
(a) 

 

 
(b) 
 

 
(c) 

 

 
(d) 

 

 
(e) 
 

Fig. 14. Integrating two actors into other footage. (a) The original 
footages of the actors. (b) After blending two layers before the color 

correction process. (c and d) Two frames of the final result. (e) The red 

rectangle surrounds the marker that was used for getting the movements 
of the camera. 

 
(a) 

 

 
(b) 

 

 
(c) 

 

Fig. 15. Generating virtual shadows. (a) The 3ds Max view. (b) After 
rendering the scene using Matten/Shadow material for the plane. (c) The 

alpha channel of the generated frame. 
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C. Compositing Of Virtual And Real Footages 

In this subsection, virtual objects are integrated into 

real scenes. In the first experiment, Boujou software was 

used in the match moving process, where the free 

camera’s movements were estimated. The estimated 

camera movements were applied for a virtual camera. 

Virtual objects that were generated using the particle 

system that is presented by 3ds Max software were 

rendered using Vray render. Virtual shadows were 

generated using a virtual plane with the 3ds max 

Matten/Shadow material, see Fig. 15. The rendering 

process used the virtual camera for applying the same 

movements of the real camera to the generated footages 

of the virtual objects, see Fig. 16. 

In the following experiment, a virtual head is 

integrated into a real actor for changing the appearance of 

the actor. This example is inspired from the virtual actor 

system that is presented in [63]. Microsoft Kinect sensor 

was used for tracking the real head of the actor using T. 

Weise et al. technique [42]. Because of the low-resolution 

camera of Microsoft Kinect sensor, three printed markers 

and a high-resolution camera were used. The high-

resolution camera was synchronized with Microsoft 

Kinect sensor during recording the footages of the actor. 

The first one of the markers was attached to the face of 

the actor. The other markers were attached to the neck of 

the actor. Those markers were used by M-estimator 

SAmple Consensus algorithm (MSAC) [64] for aligning 

the virtual head with the real body, where the virtual head 

was rendered with similar three markers in the draft 

version. The actor wore a green cloth that covers his head 

except his face. Color difference matte technique [4] is 

used for separating green pixels from the footages. A 

virtual head was aligned with the real body of the actor. 

After replacing the real head with a virtual one, the real 

facial features of the actor is composited with the virtual 

head using MPB technique [6].  

For replacing the body of an actor with a virtual one, H. 

Kato et al. [43] was used for tracking the real body of the 

actor. One of the visual markers that are designed for the 

tracking technique was used. The actor wore a green T-

shirt for separating his body using chroma-keying 

techniques. Dynamic virtual clothes were designed using 

CLO 3D/Marvelous Designer software. The rendering 

process was performed using 3ds Max. The final result is 

an actor with virtual clothes that follow his movements, 

as shown in Fig. 18. 

In the last experiment, virtual actors are integrated into 

a real scene. For simplicity, a static camera was used for 

recording the real scene. Virtual animations were 

generated using Naturalpoint Inc. OptiTrack MoCap 

system and Endorphin software 

(http://www.naturalmotion.com/) which is a dynamic 

motion generation software package that generates a 

realistic simulation of the human animation using real-

world parameters [65]. Fig. 19 shows a virtual actor after 

integrating him into a real scene. Fig. 20 shows another 

example of integrating a virtual actor into a real scene, 

where an interaction between a real car and the virtual 

actor is presented. For making the virtual actor interacts 

with the real car, a virtual model of the car was modeled 

using 3ds Max. This model is used by Endorphin 

software for estimating the realistic human animations of 

the virtual actor after being hit by the car. 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

Fig. 16. Integrating virtual objects into a real scene. (a) The real scene. 
(b) After extracting the features of the scene. (c) After integrating 

virtual objects into the real scene. (d) After integrating virtual shadows 

of the virtual objects into the real scene
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(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

Fig. 17. Integrating virtual head into a real person, each row shows four frames of: (a) The original footages from Microsoft Kinect sensor. (b) The 
synchronized footages from the high resolution camera. (c) After aligning the virtual head with the real person. (f) The final result after blending the 

real facial features with the virtual head. 

 
(a) 

 
(b) 

Fig. 18. Integrating computer graphics clothes into a real person, each row shows three frames of: (a) The original footages. (b) The results after 

integrating the virtual clothes. 

Table 1. A comparison among the performance of Poisson image editing [51], error-tolerant image compositing [54], and MPB technique [6] in 
seconds. The first column represents the size of the dataset [62]. Under each technique there are three columns. Each column represents the average 

required time in seconds by each technique for blending source images that have different sizes with the corresponding size of the dataset. L refers to 

a large source image (400X320 pixels). M refers to a medium source image (200X251 pixels). S refers to a small source image (100X76 pixels). 

Dataset 

scale 

Poisson Error-toleran MPB 

L M S L M S L M S 

100% 
1.26 0.67 0.55 2.56 1.95 1.67 6.43 6.95 7.76 

150% 
1.9 1 .31 1.19 4.19 3.61 3.38 18.16 20.67 21.31 

200% 
2.72 2.2 2.04 6.72 6.15 5.93 39 43.3 44.08 
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Fig. 19. A virtual actor is integrated into a real scene. 

 

Fig. 20. A virtual actor interacts with a real scene. 

 

VII.  CONCLUSIONS 

In this work, a survey of video compositing techniques 

has been presented. For compositing two or more videos, 

major steps are performed. Generating the mask for 

separating interesting objects from the footage is the first 

step. Many techniques are used for extracting interesting 

objects from a given footage. One of the effective 

techniques for generating the mask is chroma-keying. 

Chroma-keying is used in the film industry for extracting 

the actor from the original frames, that were recorded in 

the studio, to be integrated with another background. The 

second step in the video compositing process is tracking. 

The movements of the camera or an interesting object are 

estimated. Blending is the important step in the video 

compositing process. There are many techniques are 

presented for cloning some objects from a footage to 

another one. The color correction process is the last step 

for compositing two or more videos together.  

A set of experimental results is results show many 

ways for generating desirable results using video 

compositing techniques. 
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