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Abstract—In this work, we propose and evaluate different 

scene based methods for non-uniformity corrections for 

optical remote sensing data sets. These methods can be 

used to correct or refine the existing radiometric 

calibrations, thereby improving the image quality. The 

performance of each algorithm against different datasets 

are analyzed and a quantitative comparison of different 

quality parameters viz. entropy, correlation coefficient, 

signal to noise ratio, peak signal to noise ratio and 

structural similarity index are carried out to recommend 

the best method for each scene.  For a given data set, the 

selected method depends on the severity, type of terrain it 

covered, etc. 

 

Index Terms—Non-uniformity Correction, gain, bias, 

mean ratio, median ratio, entropy, radiometric quality 

 

I.  INTRODUCTION 

The objective of spectral imaging is that to get the 

range for every pixel in the image for object detection, 

identifying materials, or other recognizing processes. 

Mainly there are two branches of spectral imaging-'Push 

broom sensor', which read in an image over time and 

'Snapshot hyper spectral imaging' which generates an 

image in an instance. Focal plane arrays are used in many 

modern spectral sensing and imaging systems like push 

broom sensor. It consists of an array of light-sensing 

pixels at the focal plane of a lens. The variability in the 

response of focal plane array detectors and roughness and 

presence of the dirt at cameras entrance slit are the main 

reason of the non-uniformity. It will appear as a striping 

artifact or fixed pattern noise in the output image or video 

sequences. Hence the push broom sensor needs the non-

uniformity correction (NUC) in order to guarantee that all 

individual detectors behave uniformly to same input data 

[1]. 

For the sensor with linear array, the NUC will be the 

array of gains and offsets. Correction can be applied as a 

multiplicative factor for each detector response. But for 

nonlinear sensors, NUC will be the higher order 

mathematical expression. For push broom sensor data, 

usually the non-uniformity will appear as vertical stripes 

in the output data. Visually it is a disturbance for the 

users and also affects the result of image processing. 

Hence the need of non-uniformity correction arises. A 

good quality non-uniformity correction will increase the 

image interpretability and reduces the post-processing 

error. Different scene based methods of non-uniformity 

correction are studied. A comparative analysis has been 

carried out using image quality parameters and the best 

method is recommended based on image statistics.  

 

II.  RELATED WORK 

With a particular purpose to fundamentally decrease 

the non-uniformity in the data, non-uniformity correction 

(NUC) must be applied. Based upon the accuracy 

conditions, some post processing strategies can be 

implemented to correct non-uniformities. These 

techniques include primary strategies, including 

calibration-based methods and scene-based methods. 

Changes in the photo response of the individual 

detector for same irradiance may lead to fixed pattern 

noise in the image. Also gain and bias differences [2], 

variation in parameters will cause non-uniformity from 

sensor to sensor [3]. This type of fixed pattern noise can 

be dealt with laboratory calibration. Dark frame method 

capture the sensor output while no light reaches the photo 

detectors to acquire a great approximation of it [4, 5]. 

Then, the ensuing dark body is saved as reference and 

subtracted at each frame from the sensor output. At the 

same time as this method is simple and inexpensive, this 

one-time calibration has the drawback to disregard fixed 

pattern noise versions brought about by using the sensor 

working conditions. It is necessary to do calibration 

frequently for fixed pattern noise due to its uncertainty. 

This problem can be solved using multiple calibration [6, 

7].  
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A greater cost-effective answer in terms of memory is 

defined in [8]. At the top of the sensor, a series of black 

and dark lines more strains being protected from light is 

located. In particular, black lines have 0 integration time 

while darkish traces are protected from incident light 

whilst having the identical exposure as the image [9]. A 

column fixed pattern noise (FPN) signature can be 

estimated and should be updated according to conditions. 

The calibration based method is the simplest and most 

precise and regular NUC strategy used for correcting the 

non-uniformities. It incorporates single point correction 

(SPC), two point correction (TPC), multiple point 

correction and the enhanced two point correction. In 

those methods, the gain and offset parameters are 

predicted with the aid of exposing the focal plane array 

(FPA) to various uniform blackbody temperatures relying 

on the set of rules adopted [10]. The calibration based 

strategies offer reasonably proper estimates of the non-

uniformity, and after NUC, the ensuing IR images are 

radiometrically accurate [11]. In calibration-based 

techniques, the NUC has to be achieved on a regular basis 

due to the fact that non-uniformity has a tendency to drift 

over the time. The single point correction [12] technique 

may be used to accurate the offset of every pixel inside 

the infrared focal plane array (IRFPA). That is carried out 

by putting a non reflecting gray body (emissivity ≥ 0.9) 

of homogeneous temperature directly in front of the 

camera lens.  

The TPC technique [13] is the most common and 

broadly used method to correct for non-uniformity of 

IRFPA. This technique uses uniform blackbody infrared 

sources at two extraordinary temperatures to estimate 

detector parameters and then compensate up on non-

uniformity. 

The piecewise-linear correction technique is simply an 

extension of the two-point calibration approach [14], to 

which more measurement points are included. It is used 

for correct characterization of the nonlinear behavior of 

the detector response. In this approach, some of unique 

temperature factors are used to divide the (nonlinear) 

response curve into several piece-wise linear sections a 

good way to accurate for non-uniformity.   

Scene based non-uniformity correction methods does 

not require specific scenes or initial conditions for the 

purpose of calibration [15]. They are able to yield better 

results than calibration-based techniques. This method 

has higher machine reliability but higher computational 

complexity [16]. Scene-based non-uniformity correction 

(NUC) methods include distinct classes of post-

processing-algebraic techniques, and statistical 

techniques. 

As defined in [17], the algebraic techniques employ 

global motion among the frames within the video datasets 

and attempt to compensate for the non-uniformity without 

making statistical assumptions about the non-uniformity 

[18,19,20]. In [28] motion based non-uniformity 

correction methods are explained for Division of Focal 

Plane (DoFP) polarimeters. Ratliff et al. [21] particularly, 

have proposed an algebraic method based on motion 

vector estimation. Such techniques provide accurate 

robustness however, are computationally heavy and no 

longer without a doubt suitable for real-time correction. 

On the other hand, statistical techniques version of the 

fixed pattern noise (FPN) as a random spatial noise and 

estimate the information of the noise to cast off it [22, 23]. 

But, they depend on hypotheses concerning the sensor 

output image so as to separate the FPN from the actual 

image. It is necessary to make some assumptions for this 

method by means of the way the sensor captures data. 

The wrong assumption of the parameters results ghosting 

artifact [3].   

 

III.  ALGORITHM DESCRIPTION 

Push broom sensors gather one spatial line of 

information at any given moment. The movement of the 

satellite permits to contribute another spatial line of 

information. The number of detectors and bands of a data 

is restricted by the dimensions of the FPA, while the 

number of lines in the image corresponds to the number 

of frames recorded. So correction and calibration 

parameters should be calculated for every detector 

individually by using following scene based methods. 

A.  Mean ratio method 

It is a simple and common NUC method for linear 

push broom sensors [24]. It makes an assumption that the 

mean radiance of each detector is approximately the 

global radiance of the data (Fig. 1). 

 

 

Fig.1.Mean ratio NUC method 

The NUC can be computed as follows: 

 

 Compute the mean of each detector along the 

column  

 Estimate the mean of the data over the entire 

image 

 Calculate the ratio of overall mean value to the 

mean of individual detector 

 Ratio is considered as mean ratio NUC 

B.  Local mean ratio method 

In this method (Fig. 2), the challenge is to find out the 

uniform sub scene within the scene. The uniform scene is 

ideally rooftops, flat fields, ocean etc. [25]. 
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Fig.2.Local mean NUC method 

Local mean NUC can be obtained as follows: 

 

 Divide the large image into sub images 

 Obtain the standard deviation of each sub image 

and select the block which has minimum standard 

deviation 

 Calculate the mean for each detector along  the 

column 

 Estimate the mean of the uniform sub image 

 Compute the ratio of mean of uniform scene with 

the mean of each detector  

C.  Median ratio method 

Median ratio method depends on the ratio of adjacent 

radiance of each detector (Fig. 3). The ratio matrix 

extracts the strip information alone from the whole image. 
 

 

Fig.3.Median ratio NUC method 

Median ratio NUC can be derived as follows: 

 

 Compute the ratio of each sample radiance with 

adjacent sample 

 Estimate the median of the above data along each   

detector 

 Calculate the ratio of overall median value to the 

median of individual detector 

 Calculate the rest of the values and consider as 

NUC coefficients 

D.  Gain and bias method 

If the striping is caused by unequal detector gain and 

bias in the push broom sensors, this method works well. 

It will adjust the radiance from each detector to yield the 

same mean and standard deviation over the whole image 

(Fig. 4). 

 

 

Fig.4. Gain and bias NUC method 

For a linear sensor gain and bias are calculated using 

the mean and standard deviation of the image locally and 

globally [26].  

This method can be summarized as follows. 

 

 Calculate the mean and standard deviation of the 

entire  image and for each detector 

 Ratio of the standard deviation of entire image to 

the standard deviation of individual detectors will 

give the gain 

 Difference between the mean of the entire  image 

and individual detector mean will give the bias 

 Use these gain and bias for correcting the non-

uniformity 

 

𝐺𝑎𝑖𝑛 =
𝑆𝑡𝑑𝑑𝑒𝑣𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙

𝑆𝑡𝑑𝑑𝑒𝑣𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
                       (1)  

 

𝐵𝑖𝑎𝑠 = 𝑀𝑒𝑎𝑛 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 (𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 − 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙).(2) 

E.  Frequency domain method 

This method makes use of Gaussian low pass filter to 

cut the high frequency components from the input image 

(Fig. 5). Individual detector mean of original image is 

subtracted from the Gaussian filtered output in the log 

domain [25]. 

 

 

Fig.5.Frequency domain NUC method
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The following steps to be followed to obtain the 

frequency domain correction matrix: 

 

 Compute the average of each detector and find its 

logarithmic value 

 Use Gaussian low pass filter to cut the higher 

frequency components 

 Results are subtracted from the log of average of 

each detector 

 Take the anti-log of the output array. It gives the 

NUC 

 

IV.  QUALITY PARAMETERS 

Various quality parameters are evaluated to assess the 

improvement introduced by different methods under 

consideration, discussed in the previous section. The 

analysis can be done both individually and comparatively 

[27]. From the input and corrected images, correlation 

coefficient, Peak signal to noise ratio, structural similarity 

index values can be calculated. For these parameters, the 

size of both images should same. Entropy and signal to 

noise ratio are calculated individually for input and 

output images.  

A.  Entropy 

Entropy is a statistical measure of randomness that can 

be used to characterize the texture of the image. Entropy 

is defined as 

 

𝐸 = − ∑ 𝑝𝑛
𝑀−1
𝑛=0 .∗ 𝑙𝑜𝑔2(𝑝𝑛)                  (3) 

 

Where M is the number of gray levels and pn is the 

probability associated with gray level n.  

B.  Correlation Coefficient 

The correlation coefficient is a measure that determines 

the degree to which two images are associated. The range    

of the output lies in the interval [-1 1]. It will give 1 if 

both images are same. It estimates only the linear 

relationship between the pixels. 

 

𝐶𝐶 =
∑ ∑ (𝑥𝑖𝑗−𝑥′)𝑛

𝑗=1
𝑚
𝑖=1 ∗(𝑦𝑖𝑗−𝑦′)

√∑ ∑ (𝑥𝑖𝑗−𝑥′)
2𝑛

𝑗=1
𝑚
𝑖=1 ∑ ∑ (𝑦𝑖𝑗−𝑦′)

2𝑛
𝑗=1

𝑚
𝑖=1

          (4) 

 

where x and y are input and output image, m and n are 

the row and column number of the image, x’ and y’ 

represents the mean of input and output image 

respectively. 

C.  Banding 

This quality parameter will calculates the percentage of 

the density of striping in the image. For an image it will 

divide the whole image into blocks of size 100 in across 

track direction. Banding gives the plot between banding 

percentage and block number. Banding can be calculated 

as follows- 

𝐵𝑎𝑛𝑑𝑖𝑛𝑔 =
√∑ (𝐿𝑖

𝑛+99
𝑖=𝑛 −𝐿′) / 100  

𝐿′ 
× 100         (5) 

 

Where Li is individual detector mean, L’ is the mean of 

corresponding block and ‘i‘ is the line number. 

D.  Peak Signal to Noise Ratio (PSNR) 

PSNR is the ratio between maximum possible power of 

the radiance of the image and the corrupting noise (MSE).  

 

𝑃𝑆𝑁𝑅 = 10 ∗ 𝑙𝑜𝑔10 [
𝑅2

𝑀𝑆𝐸
]                   (6) 

 

Here R is the highest possible pixel value of the image. 

MSE is the Mean Squared Error. For a good quality 

image PSNR will be a higher value. 

E.  Structural Similarity index (SSIM)  

SSIM is the quality metric which is used for measuring 

the similarity between the images. It is based on the 

comparison of image luminance, contrast and structure. 

For two input images x and y 

 

           𝑆𝑆𝐼𝑀 =
(2𝑚𝑥𝑚𝑦+𝑐1)(2𝑠𝑥𝑦+𝑐2)

(𝑚𝑥
2+𝑚𝑦

2 +𝑐1)(𝑠𝑥
2+𝑠𝑦

2+𝑐2)
                 (7) 

 

Where mx, my are the mean and sx, sy are the standard 

deviation of input and output images respectively. Sxy is 

the co-variance between x and y. c1 and c2 are constants 

to stabilize the division with weak parameters. 

 

V.  TOOL DESCRIPTION 

The system is developed using Matlab 2015a software. 

We developed an automated tool which read the input 

image directly from the command line and apply all 

algorithms and compare the results based on the quality 

parameters (section IV). It gives the result which has 

maximum correlation coefficient, PSNR, SSIM and SNR. 

Also it will save the output image along with the quality 

report (Fig 6).  In this automated tool, the type of method 

which is used and all the quality checking operations are 

hidden from the user.  

 

 

Fig.6. Snapshot of the log file of quality parameters
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An interactive environment is built by using a 

graphical user interface (GUI) in Matlab (Fig. 7). User 

can transparently deal with all correction methods. The 

interactive method will give the comparative analysis in 

qualitatively and quantitatively for each method. 

 

 

Fig.7.Snapshot of GUI 

The interactive tool will give the input and output 

image along with its standard deviation plot. All scene 

based non-uniformity correction methods are given in a 

way that user can select one at a time. Output image 

displays along with standard deviation plot and quality 

measures-entropy, signal to noise ratio, correlation 

coefficient, peak signal to noise ratio, structural similarity 

index. The user can also save the output image and 

quality parameters. View menu provides the option for 

histogram, banding plots and display the input and output 

image.  

 

VI.  EXPERIMENTAL RESULTS AND ANALYSIS 

The datasets selected for the assessment are from 

Linear Imaging and Self Scanning Sensor (LISS-3) and 

Advanced Wide Field Sensor (AWiFS) of IRS-P6. 

Details are provided in table-1:  

Table-1. Details of satellite data used 

Satellite Sensor Date of pass 

IRS-P6 AWiFS 08Jan2015 

IRS-P6 LISS-3 03Oct2015 

 

Each method is applied on all datasets covering 

different terrain features and performance is estimated. 

The estimation of quality parameters is done on input and 

output images individually and comparative analysis 

(Table II & III) among input and output images. 

Homogeneous areas are extracted from the input and 

output images and entropy, signal to noise ratio (SNR) 

are computed for validating the improvement. 

 

 

 

Table II. Quality parameters of AWiFS image 

 

Quality 

Parameters 

 

Input  

Outputs of various methods 

MR LMR MDR GB FD 

Mean 59.7 59.7 72.2 74.9 59.3 59.7 

Std. dev 16.6 15.7 19.1 20.2 16.4 16.2 

SNR 9.3 10.3 10.3 9.5 12.9 10.2 

Entropy 4.7 4.5 4.7 4.7 4.4 4.4 

CC  0.89 0.89 0.98 0.87 0.96 

PSNR 30.8 30.6 38.9 29.7 35.8 

SSIM 0.95 0.95 0.99 0.94 0.98 

(MR-mean ratio; LMR-local mean ratio; MDR-median ratio; GB-gain-

bias; FD-frequency domain) 

 

 

Fig.8.(a) Input image (b) Mean ratio method (c) Local mean ratio 

method (d) Median ratio method (e) Gain and bias method (f) 

Frequency domain method 

Fig- 8 shows the output of the AWiFS image against 

all correction methods with input image. It is clear that 

striping effect from the input image is removed by using 

median ratio method without affecting the brightness and 

contrast information of the input image. Frequency 

domain method gives better performance for the given 

LISS-3 image (Fig 9). Here the median ratio method gave 

poor performance for this image. If there is any spatially 

uniform areas are present in the image then the local 

mean method will give good result.  
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Table III. Quality parameters of LISS-3 image 

 

Quality 

Parameter

s 

 

Input  

Outputs of various methods 

MR LMR MDR GB FD 

Mean 137 136 182 183 137 126 

Std. dev 49.8 41.8 85.3 7.34 49.8 48.6 

SNR 11.7 12.9 12.9 11.8 13.1 18.8 

Entropy 4.2 4.6 5.3 1.3 4.6 5.2 

CC  0.70 0.64 0.52 0.70 0.93 

PSNR 17.0 17.0 6.0 16.5 25.0 

SSIM 0.85 0.82 0.15 0.85 0.96 

(MR-mean ratio; LMR-local mean ratio; MDR-median ratio; GB-gain-

bias; FD-frequency domain) 

 

Fig 9.(a) Input image (b) Mean ratio method (c) Local mean ratio 

method (d) Median ratio method (e) Gain and bias method (f) 

Frequency domain method 

Gaussian low pass filter is used in frequency domain 

method to eliminate high frequency components from the 

image. The high frequency components that are removed 

from the image contain the striping and noise of the input 

image. Results of LISS-3 image are shown in Fig-10. 

 

Fig.10.(a) Input image (b) Frequency domain corrected image (c) High 

frequency component removed (d) power spectrum of high frequency 

component 

For all input and output images, banding parameter is 

estimated in percentage for every 100 detectors as one 

block in across track direction and shown in Fig-11.  

 

 

Fig.11.Banding plot of LISS-III image 

From the banding plot the highest banding percentage 

is 11.85 in the input image for 500th block. But it is 

reduced to 3.15 after applying the median and local mean 

ratio correction. For other methods, banding percentage is 

less than 1% and the lowest banding rate is given by 

frequency domain method for the given LISS-3 image. 

 

VII.  CONCLUSIONS 

In this paper we analyzed different scene based non-

uniformity correction methods on different images in 

spatial and frequency domain. The output of each 

algorithm will depend on the type of sensor and the scene 

that captured. Experimental results show that median 

ratio method outperforms giving good result for the given 

AWiFS image. But for the given LISS-3 image frequency 

domain method gives better result. Based on the  
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comparative analysis of quality measures, correction 

method is applied and result is saved in automatic module. 

But in interactive module, manual intervention is needed. 

For large size images, median ratio method is more 

computational intensive because it calculates the ratio 

between adjacent pixels of the image. In local mean 

method, it automatically estimate the uniform area from 

the image by the standard deviation of sub blocks 

achieved by using divide and conquer approach. Gain and 

bias parameters are required for the gain and bias method 

where as mean and median methods directly deal with the 

image as a whole. Taking the fast Fourier transform 

instead of DFT also gives good result in terms of time in 

frequency domain method. 

 

VIII.  FUTURE WORK 

In this work, both frequency and spatial domain 

methods are applied sequentially and the quality 

parameters are evaluated to recommend the best method. 

To further improvise on this, we propose to apply a 

combinational approach on any single image by dividing 

the whole image into sub images. Main challenges are the 

automated identification of homogeneous terrains and the 

application of the best method which suits different 

homogenous terrains. Another difficulty is to 

radiometrically normalize the entire image without 

sacrificing the image quality.  
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