
I.J. Image, Graphics and Signal Processing, 2017, 8, 9-16 
Published Online August 2017 in MECS (http://www.mecs-press.org/) 

DOI: 10.5815/ijigsp.2017.08.02 

Copyright © 2017 MECS                                                          I.J. Image, Graphics and Signal Processing, 2017, 8, 9-16 

Estimation of Noise in Nonstationary Signals 

Using Derivative of NLMS Algorithm 
 

Rathnakara.S 
Research Student, JSS Research Foundation, Mysore, India 

Email: rathnakara_s@sjce.ac.in 

 

V.Udayashankara 
Research Guide, JSS Research Foundation, Mysore, India 

Email: v_udayashanakara@sjce.ac.in 

 

Received: 16 March 2017; Accepted: 08 May 2017; Published: 08 August 2017 

 

 

Abstract—In this paper a new Normalized Least mean 

square (NLMS) algorithm is proposed by modifying 

Error-data normalized step-size algorithm (EDNSS). The 

performance of proposed algorithm is tested for 

nonstationary signals like speech and 

Electroencephalogram (EEG). The simulations of above 

is carried by adding stationary and nonstationary 

Gaussian noise , with original speech taken from standard 

IEEE sentence (SP23) of NOIZEUS data base and EEG 

taken from EEG database (sccn.ucsd.edu). The output of 

proposed and EDNSS algorithm are measured with 

excess mean square error (EMSE) in both stationary and 

non stationary environment. The results can be 

appreciated that the proposed algorithm gives improved 

result over EDNSS algorithm and also the speed of 

convergence is maintained same as other NLMS 

algorithms. 

 

Index Terms—Speech enhancement, EEG, noise 

estimation, NLMS, EDNSS, EMSE 

 

I.  INTRODUCTION 

The signals can be classified into stationary and 

nonstationary signals. The processing of stationary signal 

is easy because their statistical parameters like the 

amplitude distribution and standard deviation would be 

same with time. But processing of nonstationary signals 

is very difficult because their statistical parameters are 

changes with time. The best examples for nonstationary 

signals are speech and Electroencephalogram (EEG). 

Speech is the important way of communication in 

human being. In the modern world it is necessary to 

transmit the speech from one part to other through 

succession of process using communication channels. At 

the receiving end, most of the times the speech signals 

are corrupted by some form of the noise components 

resulting in reduced quality and intelligibility of speech 

signal. So the original speech becomes unpleasant to 

listen. The amount of unpleasant is depending upon the 

type of noise corrupted to the speech signal. The noise 

will be either stationary or nonstationary in nature. The 

quality and intelligibility of the speech in the presence of 

background noise can be improved by speech 

enhancement algorithms. Over many decades researchers 

are focused in this area and developed the different 

algorithms to remove the noise which is present along 

with the speech signal. The enhancement of signal in 

noisy environment is very important and still active field 

of research [4-9]. The noise added with speech signal is 

stationary in nature then, it can be easily suppress using 

spectral subtraction and wiener filter [11-13]. But if it is 

nonstatinary in nature then it is very difficult to suppress. 

The bioelectric signal available from human being is 

very important for diagnostic and therapeutic purpose. 

The important bioelectric signals are Electrocardiogram 

(ECG), Electroencephalogram (EEG), Electromyogram 

(EMG), and Electrooculogram (EOG) and so on. The 

nature of bioelectric signals is weak so while recording, it 

has more affinity to attract the surrounding noise.  

Electroencephalogram (EEG) [10] is the study of 

electrical activity of the brain which represents graphical 

recording of electrical activity of large number of 

neurons and synapses. While recording EEG the different 

stationary and nonstationary noises are added, such as 

external noise like AC power lines, surrounding electrical 

equipments and physiological noises like 

electrooculogram (EOG) and electromyogram (EMG) 

[19].  

Many researchers are focusing to suppress the 

background noise and enhance the original signal. The 

adaptive filter is still better tool to suppress the 

background noise and estimate the original signal in 

noisy environment for both speech and bioelectric signals 

[21]. Researchers are worked on different forms of 

adaptive filter like least mean square (LMS), Leaky LMS, 

NLMS and Recursive least square (RLS) algorithm for 

speech enhancement [25], removal of noise in EEG and 

extraction of fetal ECG from maternal ECG [20]. In the 

basic adaptive filter like least mean square (LMS) 

algorithm the step size remains constant in weight 

equation for all the input samples. [2]. The basic block 

diagram of adaptive noise canceller is shown in Fig1. 

Primary input d(n) consists of the sum of desired signal 



10 Estimation of Noise in Nonstationary Signals Using Derivative of NLMS Algorithm  

Copyright © 2017 MECS                                                          I.J. Image, Graphics and Signal Processing, 2017, 8, 9-16 

s(n) and uncorrelated  noise n0(n). The noise n0(n) is 

uncorrelated with s(n).  The reference input x(n) is 

another noise n1(n) which is correlated with n0(n) and 

uncorrelated with s(n).  

 

 
Fig.1. Adaptive noise canceller 

 

II.  PROPOSED ALGORITHM 

The normalized LMS (NLMS) algorithm overcomes 

the fixed step size problem and step size varies from one 

iteration to the next, the weight vector of an adaptive 

filter change along with the input. The rate of 

convergence of NLMS algorithm is faster than that of 

LMS filter [1]. 

So the method of varying the step size is focused by 

many researchers and developed different forms of 

NLMS algorithms [14-18]. In which EDNSS algorithm is 

also one among them. The proposed algorithm is 

modification of EDNSS algorithm and has fast 

convergence compare to EDNSS, which is required 

feature for speech and EEG. Which is clearly shows 

improvement in terms of decreasing EMSE and 

misadjustment. The proposed algorithm 

The output, error and weight equation of conventional 

NLMS algorithms are shown below. 

 

The output;  

 

y(n)=w(n).xT (n)     (1) 

 

The error;  
 

e(n)=d(n)-y(n)     (2) 

 

The weight equation: 

 

w (n+1) =w (n) + 
µ

έ+||𝑥(𝑛)||2
 x(n) e(n)         (3) 

 

Where w is the adaptive filter vector weight and  

||𝑥(𝑛)||2 is equal to x(n)*xT(n), const (έ) is used in the 

denominator to prevent the division by a very small 

number. 

A modified form on NLMS algorithm introduced in 

called as Error-data normalized step-size (EDNSS) [3] 

algorithm and the weight update equation is given by 

 

w(n+1)=w(n)+
µ

𝛼||𝑒𝐿(𝑛)||
2
+(1−𝛼)||𝑥(𝑛)||2

x(n)e(n)    (4) 

 

Where  

 
eL(n)||2

=∑ |𝑒(𝑛 − 𝑖)|2𝐿−1
𝑖=𝑜                          (5) 

 

The parameter ‘L’ represents fixed number of samples 

selected on the basis to get optimum response.  

The proposed algorithm may be considered as 

modified EDNSS algorithm in which replacing the error 

vector for fixed samples ‘L’ to total samples ‘n’ for better 

stability,    

Then the denominator term becomes 

 

||𝑒𝐿(𝑛)||
2

= ||𝑒(𝑛)||
2
 

 

Where  

 

||e (n)||2
=∑ |𝑒(𝑛 − 𝑖)|2𝑛−1

𝑖=𝑜            (6) 

 

The parameter ‘n ‘represents the total number of 

speech samples.  

Then, (4) can be rewritten as   

 

  w (n+1) =w (n)+ 
µ

𝛼||𝑒(𝑛)||
2
+(1−𝛼)||𝑥(𝑛)||2

 x(n)e(n )   

                                (7) 

 

The performance of the adaptive noise canceller may 

be described in terms of the excess means square error 

(EMSE) [22-24] and misadjustment ‘M’ [3-8]. The 

EMSE at the nth iteration is defined by 

 

EMSE (n) =
1

𝐿
∑ |𝑒1(𝑛 − 𝐽)|2𝐿−1
𝑗=0      (8) 

 

Where e1(n)=e(n)-s(n) is the excess residual error. The 

steady state excess mean square error (EMSEss) is 

defined by 

 

EMSE ss=
1

K−P
∑ EMSE(𝑛)K−1
n=P                            (9) 

 

Where K is the total number of samples of the speech 

signal and P is the number of samples after which the 

algorithm reaches steady state. 

The misadjustment is given by  

 

M=
EMSEss

MSEmin
         (10) 

 

Where  

 

MSE min=
1

K−P
∑ |𝑠(𝑛)|2𝐾−1
𝑛=𝑃             (11) 

 



 Estimation of Noise in Nonstationary Signals Using Derivative of NLMS Algorithm 11 

Copyright © 2017 MECS                                                          I.J. Image, Graphics and Signal Processing, 2017, 8, 9-16 

III.  SIMULATED RESULTS 

The simulations are carried with speech signal and 

EEG. The speech signal “sp23” IEEE standard data base 

of male voice saying” stop whistling and watch the boys 

march” The original signal has 21209 samples and the 

raw EEG signal contains 71200 samples. The simulations 

are carried with K=21209 for speech signal and 71200 

for EEG, N=10(length of the filter), L=200 P=1, α=0.7 

andµ=0.1. 

A.  Stationary noise 

The performance of this algorithm is computed by 

adding the white Gaussian noise of zero mean and with 

three different variance levels at 0.1, 0.5 and 0.7. Fig 2 

illustrates the performance of EDNSS algorithm for 

stationary noise corrupting the speech signal with 

variance ( σ2) of 0.5. From top to bottom that Fig shows 

input signal, noise, signal+noise, output and minimum 

mean square error. The same for proposed algorithm is 

shown in Fig 3. The comparison of EMSE variations for 

speeh signal in dB for both the algorithms is shown in 

Fig 4. Fig 5 & Fig 6 demonstrate the performance of the 

EDNSS and modified algorithm for EEG signal and 

which is plotted for 5000 samples to illustrate the robust 

convergence. These Figures clearly demonstrate that the 

rate of convergence of proposed algorithm is faster 

compare to EDNSS algorithm. EDNSS algorithm adopts 

approximately after 500 samples but same in the 

proposed algorithm is 150 samples. The comparison of 

EMSE variations for EEG signal in dB for both the 

algorithms is shown in Fig7.The simulated result in terms 

of steady state excessive mean square error and 

misadjustment  for speech signal and EEG are shown in 

Table 1 and Table 2 respectively. Which is clearly 

demonstrates that the EMSEss decreases in proposed 

algorithm compared with EDNSS for different noise 

levels and also proposed algorithm maintains almost 

constant EMSEss for increasing variance level in the 

noise. 

 
Fig.2. From top to bottom, the original speech, the noise, signal+noise, 

noise cancelled speech and excessive mean square error of EDNSS 

algorithm for stationary noise 

 

Fig.3. From top to bottom, the original speech, the noise, signal+noise, 

noise cancelled speech and excessive mean square of proposed 

algorithm for stationary noise 

 

 
Fig.4. Top to bottom, excessive mean square error of EDNSS and 

proposed algorithm in dB for stationary noise (Speech signal) 
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Fig.5. From top to bottom, the o riginal speech, the noise, signal+noise, 

noise cancelled EEG and excessive mean square of EDNSS algorithm 

for stationary noise 

 

Fig.6. From top to bottom, the original speech, the noise, signal+noise, 

noise cancelled EEG and excessive mean square of proposed algorithm 

for stationary noise 

 

 

 

Fig.7. Top to bottom, excessive mean square error of EDNSS and 

proposed algorithm in dB for stationary noise (EEG Signal) 

B.  NonStationary noise 

For nonstationary case noise is assumed as white 

Gaussian noise with zero mean with a variance that 

linearly increases from minimum of 0.0005 with different 

maximum variance levels at 0.0055, 0.0505, and 0.5005 

and 0.5555.  

Fig 8 illustrates the performance of EDNSS algorithm 

for nonstationary noise corrupting the speech signal with 

σ2min=0.0005 & σ2max=0.5005. From top to bottom that 

Fig shows the input signal, noise, signal+noise, output 

and minimum mean square error. The same for proposed 

algorithm is shown in Fig 9. The comparison of EMSE 

variations for speech signal in dB for both the algorithms 

is shown in Fig10. Fig11&Fig12 demonstrate the 

performance of the EDNSS and modified algorithm for 

EEG signal and which is plotted for 5000 samples to 

illustrate the robust convergence. The comparison of 

EMSE variations for EEG signal in dB for both the 

algorithms is shown in Fig13. These Figures clearly 

demonstrate that the rate of convergence of proposed 

algorithm is faster compare to EDNSS algorithm. 

EDNSS algorithm adopts approximately after 500 

samples but same in the proposed algorithm is 150 

samples.  

The simulated result in terms of steady state excessive 

mean square error and misadjustment for speech signal 

and EEG are shown in Table 2 and Table 4 respectively. 

Similar to stationary noise the EMSEss decreases in 

proposed algorithm compared with EDNSS for different 

noise levels and also proposed algorithm maintains 

almost constant EMSEss for increasing variance level in 

the noise. 
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Fig.8. From top to bottom, the original speech, the noise, signal+noise, 

noise cancelled speech and excessive  mean square of EDNSS 

algorithm for nonstationary noise (σ²max=0.5005) 

 

Fig.9. From top to bottom, the original speech, the noise, signal+noise, 

noise cancelled speech and excessive mean square of proposed 

algorithm for nonstationary noise  (σ²max=0.5005) 

 

 
Fig.10. Top to bottom, excessive mean square error of EDNSS and 

proposed algorithm in dB for nonstationary noise (Speech signal) 

 

Fig.11. From top to bottom, the original speech, the noise, signal+noise, 

noise cancelled EEG and excessive mean square of EDNSS algorithm 

for nonstationary noise (σ²max=0.5005)
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Fig.12. From top to bottom, the original speech, the noise, signal+noise, 

noise cancelled EEG and excessive mean square of proposed algorithm 

for nonstationary noise (σ²max=0.5005) 

 

Fig.13. Top to bottom, excessive mean square error of EDNSS and 

proposed algorithm in dB for nonstationary noise (EEG signal) 

Table 1. Comparison of EMSE and Misadjustment for Stationary white noise Mean=0; for speech signal 

 σ²=0.1 σ²=0.5 σ²=0.7 

Algorithm M EMSEss (dB) M EMSEss (dB) M EMSEss (dB) 

EDNESS 0.1424   -56.42 0.5759 -50.36 0.7815 -49.03 

Proposed Algorithm 0.1570   -56.00 0.2483 -54.01 0.2911 -53.32 

Table 2. Comparison of EMSE and Misadjustment for Stationary noise Mean=0, for EEG signal 

 σ²=0.1 σ²=0.5 σ²=0.7 

Algorithm M EMSEss (dB) M EMSEss (dB) M EMSEss (dB) 

EDNESS 0.1424   -60.27 0.4089   -55.69  0.5315   -54.55 

Proposed Algorithm 0.1445   -60.21 0.2021   -58.75 0.2306   -58.18 

Table 3. Comparison of EMSE and Misadjustment for Nonstationary noise (Mean=0; σ²min=0.0005) for speech signal 

 σ²max=0.0055 σ²max=0.0505 σ²max=0.5005 σ²max=0.5555 

Algorithm M EMSEss 

(dB) 

M EMSEss 

(dB) 

M EMSEss 

(dB) 

M EMSEss 

(dB) 

EDNESS  0.0183   -65.33  0.1200  -57.17 0.9586   -48.14 1.0569   -47.72 

Proposed 

Algorithm 

0.0982   -58.04   0.1500   -56.20 0.2990   -53.20 0.3156   -52.97 

Table 4. Comparison of EMSE and  Misadjustment for Nonstationary noise (Mean=0; σ²min=0.0005) for EEG signal 

 σ²max=0.0055 σ²max=0.0505 σ²max=0.5005 σ²max=0.5555 

Algorithm M EMSEss 

(dB) 

M EMSEss 

(dB) 

M EMSEss 

(dB) 

M EMSEss 

(dB) 

EDNESS 0.0273   -67.45 0.0997   -61.82 0.4226   -55.55  0.4582   -55.20 

Proposed 

Algorithm 

 0.1171   -61.12  0.1302   -60.66 0.1759   -59.36  0.1813   -59.22 

 

IV.  CONCLUSION 

In this paper modified EDNSS algorithm is proposed 

and results are demonstrated for both stationary and 

nonstationary noises at different levels. The simulations 

and analysis proposed in section III illustrates the 

advantages of proposed algorithm. The proposed 

algorithm reduces misadjustment and steady state 

minimum mean square error, when the signal is corrupted 

with higher variance level of noise. The algorithm also 

increases speed of convergence. So the proposed 

algorithm can be used in speech enhancement 

applications like automatic noise canceller, echo removal 

and noise cancellation in digital hearing aids and also can 
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be used in removal of environmental and physiological 

noise corrupted in EEG signal. 
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