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Abstract—Virtual Reality or Immersive Multimedia as it 

is sometimes known, is the realization of real-world 

environment in terms of video, audio and ambience like 

smell, airflow, background noise and various ingredients 

that make up the real world. This environment gives us a 

sense of reality as if we are living in a real world 

although the implementation of Virtual Reality is on a 

laboratory scale. Audio has attained unimaginable clarity 

by splitting the spectrum into various frequency bands 

appropriate for rendering on a number of speakers or 

acoustic wave-guides. The combination and 

synchronization of audio and video with better clarity has 

transformed the rendition matched in quality by 3D 

cinema. Virtual Reality still remains in research and 

experimental stages. The objective of this research is to 

explore and innovate the esoteric aspects of the Virtual 

Reality like stereo vision incorporating depth of scene, 

rendering of video on a spherical surface, implementing 

depth-based audio rendering, applying self-modifying 

wavelets to compress the audio and video payload 

beyond levels achieved hitherto so that maximum 

reduction in size of transmitted payload will be achieved. 

Considering the finer aspects of Virtual Reality we 

propose to implement like stereo rendering of video and 

multi-channel rendering of audio with associated back 

channel activities, the bandwidth requirements increase 

considerably. Against this backdrop, it becomes 

necessary to achieve more compression to achieve the 

real-time rendering of multimedia contents effortlessly. 

 

Index Terms—Artificial Neural Networks, Peak Signal 

to Noise Ratio, Root Mean Square Error , Quantization, 

Discrete Cosine Transform, Bandwidth. 
 

I.  INTRODUCTION 

Virtual Reality known, is as the realization of real-

world circumstances in terms of video, audio. This 

environment gives us a sense of reality as if we are living 

in a real world although the implementation of Virtual 

Reality is on a laboratory scale. Audio has attained 

unimaginable clarity by splitting the spectrum into 

various frequency bands appropriate for rendering on a 

number of speakers or acoustic wave-guides. The 

combination and synchronization of audio and video with 

better clarity has transformed the rendition matched in 

quality by 3D cinema. Multicasting of several channels 

over a single station, program menu options, parental 

control of channels and various online activities like 

gaming, business transactions etc. through back channel 

activities have made multimedia systems truly 

entertaining and educative. But then, there are several 

aspects of virtual reality that are missing from practical 

implementations even today.  

Compression of Video Frames is a heavily researched 

domain in Digital TV Technology and Multimedia 

applications and hundreds of researchers have 

experimented with various techniques of transform 

coding and quantization mechanisms with varied results. 

Despite this fact, there is still a tremendous amount of 

scope for better compression schemes that seek to reduce 

the utilized band of the spectrum. In real time 

applications such as Digital TV and streaming 

Multimedia applications, time plays a crucial role and a 

successful implementation usually makes a compromise 

between factors such as (1) quality of reconstructed 

frames, (2) amount of utilized band owing to compression 

and (3) ability of the system to cope with increasing 

frame rates and advanced video profiles that are creeping 

into Digital TV Standards. It is important to observe that 

methodologies employed in achieving successful 

compression based on both inter and intra-frame 

redundancies rely very heavily on the frequency-domain 

redundancies generated by transform coding techniques 

and it is imperative that compression techniques place a 

great amount of emphasis on the correlation that can 

generated on a sub-image basis. Noise in images tends to 

decrease the correlation and noisy frames tend to 

compress less. Our objective in this research program is 
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to focus on ways and means of increasing the 

redundancies by employing Linear Neural Network 

techniques with feed-forward mechanisms. Since 

quantization plays a major role in the amount of 

compression generated and the quality of the 

reconstructed frames, adaptive quantization based on a 

PSNR threshold value is employed so that best 

compression with a guaranteed reconstructed quality is 

obtained. Our research program targets to achieve the 

objectives: (1) better compression ratios with even fairly 

noisy frames (2) better quality of reconstructed frames in 

terms of very large PSNR and RMS Error tending 

towards values extremely small and nearer to 0 and (3) 

honoring the time constraints imposed by frame rates. 

 

II.  LITERATURE SURVEY 

The existing implementations of Compressor and 

Decompreser follow the ISO Standard 13818. The 

standards are evolved from MPEG - 1, MPEG - 2, MPEG 

- 4, MPEG - 7 and MPEG - 21. There are 

implementations of CODEC based on H.264 Standard, 

which uses Wavelets instead of DCT. MPEG2 

implements the CODEC based on DCT. The 

shortcomings of existing CODECs are not adaptive to the 

patterns of the pixel residents in the video frames. 

MPEG2 uses a flat and uniform quantization while other 

implementation uses Vector Quantization techniques. It is 

important to observe that Vector Quantization, while 

being marginally superior in terms of compression ratio, 

has substantial computing overheads which 

counterbalance the gain resulting from better 

compression ratio for a given visual quality metric. There 

is a authentic need for better mechanisms of compression 

which will seek to achieve (1) decoding of pictures faster 

at the receiver end (2) compression ratio is better and (3) 

frames are constructed in better quality factor in terms of 

Peak Signal to Noise Ratio and Mean Square Error 

 

III.  IMMERSIVE-VIRTUAL REALITY 

The proposed framework is based on adopting an 

adaptive quantization technique and deploying a linear 

Neural Network in order to perform the compression. It is 

a well known fact that quantization controls the amount 

of information that is being discarded as being non-

contributive to the human visual system. A flat 

quantization as adopted by MPEG2 CODEC does not 

take into account the significance of the transform 

coefficients. Owing to vast structural differences in 

varied types of images, a flat quantizer cannot 

discriminate between contributing and minimal-

contributing coefficients. This being the case, sections of 

images with excessive details (with significant 

coefficients spread across the frequency matrix) may lose 

useful information in the quantization stage and 

compression may not be the maximum. Therefore, an 

adaptive quantizer that suits itself to the local 

characteristics of the blocks performs best.Virtual reality 

it defines about ‘virtual’ and ‘reality’. The meaning of 

‘virtual’ is near and meaning of ‘reality’ is as human 

beings what we feel or experience. Therefore, the ‘virtual 

reality’ term means ‘near-reality’. This is the classical 

definition of virtual reality. The components that 

constitute virtual reality are: audio, video, images, 

ambience etc. 

To make Virtual Reality nearer to reality, the video or 

images could be immersed in a 3D world with stereo/ 3D 

vision. The rendering display unit could be on a spherical 

surface depicting the real world scenario. When we stand 

at a seashore and observe the horizon, it is spherical in 

nature. Natural scenes are not flat but embedded in a 3D 

spherical world. Rendering these on a 2D flat screen 

removes the effect of depth of scene. Then again, the 

human visual system is stereo in nature. The scene is 

captured by both the left and right human eye giving a 

true sense of depth of objects within. Therefore, stereo 

rendering of scenes on a spherical manifold is nearer to 

reality. 

Audio rendering has so far reached the level of 

DOLBY 5.1 with the use of 6 different bands. Although 

DOLBY 5.1 is considered the most sophisticated media 

of audio rendering, there is still a lot left in its 

implementation. DOLBY standard does not generate high 

frequency sounds around 20Hz with much fidelity. 

Further, the depth of sound is not perceptible unless the 

speakers are arranged to synchronize with the acoustics 

of the room. This being the case, there is sufficient room 

for research in improving the quality with addition of 

adaptive noise cancellation, faithful reproduction of high 

frequency sounds (especially percussion instruments and 

piano), selective and mild echoing to generate pleasant 

aural effects.  

Virtual (Immersive) Reality seeks to combine the 

essential ingredients of audio, video and back channel 

activities in unobtrusive ways to generate a real “virtual 

world”. Adding of environment aspects will make Virtual 

Reality truly awesome. Although Virtual Reality has been 

around since a decade, we do not see any true 

implementation that is worthy of being called realistic. 

Current implementations concentrate only on specialized 

implementation targeting specific areas such as education, 

medicine, stock markets etc. 

A.  Need for a more efficient Transport Protocol for 

Payload 

The Fig 1, of a DTTB (Digital Terrestrial Television 

Broadcasting) system is shown. The video, audio and 

data are compressed and multiplexed to get streams. 

To form MPEG-2 Transport Stream these streams are 

multiplexed with data source from the programs. 

Transport streams consists packets of 188 bytes length. 

To protect transport streams from interruption and noise 

in transmission channel the encoder FEC takes 

precautionary measurement. It uses outer interleaving, 

Convolutional and Reed Solomon coding. To transmit the 

suitable digital symbols the modulator converts FEC 

protected transport packet into digital symbol, which are 

preferred for transmission in the global channel. This 



 Codec with Neuro-Fuzzy Motion Compensation & Multi-Scale Wavelets for Quality Video Frames 13 

Copyright © 2017 MECS                                                        I.J. Image, Graphics and Signal Processing, 2017, 9, 11-17 

involves QAM & OFDM in DVB-T & ISDB-T systems, 

or VSB in ATSC-T and PAM. Upper converter is used to 

convert digital symbols into required appropriate RF 

Channel. The operation is in reverse order in the receiver 

section. 

 

 

Fig.1. A typical Digital TV Schema 

QAM & OFDM in DVB-T & ISDB-T systems, or 

VSB in ATSC-T and PAM. Upper converter is used to 

convert digital symbols into required appropriate RF 

Channel. The operation is in reverse order in the receiver 

section 

B.  Algorithms 

Our research work so far has been related to:Stereo 

Video Rendering using 3D curvilinear coordinate system 

with Left and Right video frames, projecting the space-

shifted frames on to the video display. Algorithms have 

been developed by us to give the effect of depth and 

perspective projection techniques have been used.  

Novel compression techniques based on multi-scale 

wavelets have been invented to generate a balance 

between video quality and compression levels.  

The latest video quality assessment techniques based 

on CIDIED2000 color differences have been employed to 

ensure quality of reconstructed frames. 

 

1. The inputs to the rendering codec are the Left and 

Right frames of the stereo vision camera. The frames 

are in RGB (Red/Green/Blue) pixel format. Since 

manipulation of color images is done in the Y, Cb, Cr 

color space, the RGB pixels are converted to Y, Cb, 

Cr using the following linear equations: 

 
 Y′ = 16 + (65.481. R′ +  128.553. G′ +  24.966. B′)  

CB = 128 + (37.797. R′ − 74.203. G′ + 112.0 B′) 
CR = 128 + (112.0. R′ − 93.786. G′ − 18.214 B′)             (1) 

 
The Y,Cb,Cr, image is split into 3 planes Y, Cb. Cr. 

These three planes become input to the multi-scale 

wavelet algorithm. 

 

C.  Wavelet Transform Schema 

 

Fig.2. Wavelet Transform Schema 

 

Fig.3. Steps in the Wavelet Lifting Scheme (Forward Transform) 

 

Fig.4. Results of Wavelet Transform with coefficients 

Results of Wavelet Transform with coefficients ordered 

in increasing frequency order 

8 
Coeffs 

4 

Coeffs 1 

Coeff 

2 Coeffs 
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2. After application of the transform, we have 3 

frequency planes corresponding to Y, Cb, Cr. The 

frequency planes of both Left and Right Images are 

digitally composited to get a single plane. For 3D to 

2D rendering, we transform every X,Y,Z coordinate 

for rendering as follows: 

 

Apply x-axis rotation to transform coordinates   (x1, y1, 

z1). 

x1  =   x 

y1  =   y ∗ cos(Rx)  +  z ∗ sin(Rx) 

z1  =   z ∗ cos(Rx)  −  y ∗ sin(Rx)              (2) 

     

Apply y-axis rotation to (x1, y1, z1) to get (x2, y2, z2). 

 

x2  =   x1∗ cos(Ry) –  z1∗ sin(Ry) 

y2  =   y1 

z2  =   z1∗ cos(Ry) +  x1∗ sin(Ry)               (3) 

     

Finally, apply z-axis rotation to get the point (x2, y2). 

 

x3  =   x2∗ cos(Rz) +  y2∗ sin(Rz) 

y3  =   y2∗ cos(Rz) –  x2∗ sin(Rz) 

z3 =  z2                                   (4) 

 

3. Apply mid-rise quantizer to the result of step 1. Each 

coefficient value is rounded as: 

 

Pixel =  floor ( Pixel +  0.5 )                  (5) 

 

4. Quantization: 

 

 
 

The wavelet coefficients of step 3 are quantized using 

the above matrix to yield a coefficient array with smaller 

dynamic range. 

5. Rearrange Coefficients in increasing frequency order: 

 

 

Fig.5. Rearrangement of wavelet coefficients 

We use the above scheme to rearrange the wavelet 

coefficients for subsequent compression. 

 

6. Temporal redundancy is achieved by adjacent frame 

differencing. Each pixel in the given frame is 

manipulated with the corresponding pixel in the next 

frame using: 

 

Pixel(x, y) = Pixel. 1(x, y) XOR Pixel. 2(x, y)            (6) 

 

The ANN and Fuzzy Engine is employed at this stage. 

 

7. Compression is done by Adaptive Huffman Coding – 

which is the industry standard method. 

8. The picture at the receiver end is clocked to the 

display by retracing steps 7 to 1 in the reverse order. 

 

IV.  RESULTS 

Table 1. Results of MPEG2 Codec with 8x8 DCT 

File Name (O) Size (C) Size % Comp 

PSNR 

(dB) 

frm2-00.bmp 522296 42801 91.8 1302 

frm2-01.bmp 522296 51473 90.1 1290 

frm2-02.bmp 522296 55790 89.3 1295 

frm2-03.bmp 522296 56495 89.2 1301 

frm2-04.bmp 522296 56269 89.2 1292 

frm2-05.bmp 522296 58300 88.8 1291 

frm2-06.bmp 522296 59766 88.6 1301 

frm2-07.bmp 522296 59355 88.6 1289 

frm2-08.bmp 522296 59148 88.7 1301 

 

 
(a) 

 
(b) 

Fig.6. Original Frame
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(a) 

 
(b) 

Fig.7. Reconstructed Frame 

 
(a) 

 
(b) 

Fig.8. Compensated Frame 

Figure 6, Figure 7 & Figure 8 Represents the Averaged 

Frame 1 with MPEG2 Codec 

 

 
(a) 

 
(b) 

Fig.9. Original Frame 

 
(a) 

 
(b) 

Fig.10. Reconstructed Frame 
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(a) 

 
(b) 

Fig.11. Compensated Frame 

Figure 9, Figure 10 & Figure 11 represents the Neuro-

Fuzzy Motion Compensation 

Table 2. Codec with Neuro-Fuzzy Motion Compensation and Multi-

Scale Wavelets 

File Name (O) Size (C) Size % Comp PSNR (dB) 

frm2-00.bmp 522296 7686 98.5 1603 

frm2-01.bmp 522296 8071 98.5 1591 

frm2-02.bmp 522296 8837 98.3 1596 

frm2-03.bmp 522296 8781 98.3 1602 

frm2-04.bmp 522296 9107 98.3 1593 

frm2-05.bmp 522296 9165 98.2 1592 

frm2-06.bmp 522296 9592 98.2 1602 

frm2-07.bmp 522296 9388 98.2 1590 

frm2-08.bmp 522296 9605 98.2 1602 

 

V.  CONCLUSION 

On all the image files without exception, Neuro-Fuzzy 

Motion Compensation produced better compression ratios 

for a given quality factor. For evaluation of performance 

in compression time, we performed the compression of 

several images both by Neuro-Fuzzy Motion 

Compensation and MPEG2 Codec 500 times in a loop to 

determine the average time taken. While time for 

compression understandably varies across different 

images, the performance of Neuro-Fuzzy Motion 

Compensation was much better than that of MPEG2 

video codec. The algorithm presented here lends itself 

very easily for implementation both in hardware and 

software. Future enhancements and extensions to this 

research work could include deployment of an additional 

layer clustering based on Markov’s Chains. The structure 

of the implementation is such that any type of transform 

can be employed in the Neural Network, potential 

candidates being wavelets (in all its variations), 

Hadamard and Walsh Transforms. 
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