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Abstract—In the last century, with the inception of 

various software development industries at around mid-

1960’s, the complexities and size of the software have 

always been a major concern for the industries. The ad-

hoc process of development has evolved into a 

standardized one due to the increase in the size and 

complexity of software projects. The standardized 

process of software development was further evolved to 

predict the overall cost required for the development 

before the software is actually built. To achieve the same, 

many cost estimation methodologies have already been 

successfully implemented, each with certain pros and 

cons. The present scenario demands even further refined 

and accurate predictions, which the above-said methods 

cease to provide. In this paper, we present a chaotically 

modified particle swarm optimization (CMPSO) based 

morphological learning approach to accurately estimate 

the cost incurred in the development process. The 

proposed approach focuses on a mathematical 

morphological (MM) framework based hybrid artificial 

neuron (also called dilation-erosion perceptron or DEP) 

with algebraic foundations in complete lattice theory 

(CLT). The proposed CMPSO-DEP model was tested on 

5 well-known datasets of software projects with three 

popular performance metrics and the results were 

compared with the best existing models available in the 

literature. 

 

Index Terms—Software development, cost estimation, 

genetic algorithm (GA), particle swarm optimization 

(PSO), dilation-erosion perceptron. 

 

I.  INTRODUCTION 

Building high-quality software within time and given 

budget is the major aim of software development. With 

an increase in the demand for software industries and 

societies,much relevant software has been developed 

over the ages to meet this ever-increasing demand. Due 

to this a proper project planning and management 

technique is required. In order to tackle the various issues 

such as poor performance, delay in software completion 

time and higher software production costs, etc. various 

techniques are being used [1, 2].     

The 1994 Standish Group Chaos Report reported that 

16.2% of the projects were successfully completed and 

delivered on time, within the given budget, whereas    

52.7% exceeded the time and the given budget [3]. But 

over the years with the introduction of better estimation 

techniques, the percentage has gone up and a recent 

report of Standish Group Chaos Report 2013 reported 

that 39% of the projects were successfully completed and 

delivered on time, within the given budget, whereas 43% 

exceeded the time and the given budget. Hence, new 

methods with improved software development cost 

estimation (SDCE) techniques are of prime importance 

for project success [4].  

Software cost estimation is basically an estimation of 

effort needed in the development process of a software 

system. The accuracy of estimation values is a 

challenging aspect here [5, 6]. Many uncertain variables 

such as programming language, development process, 

organization, etc. are there in software cost estimation 

which makes the size of software a fuzzy number. Even 

at the end of the project some important variables are 

identified which makes the process even more complex 

[7, 8]. Proper allocation of resources according to a 

general plan and prioritization and categorization of 

software projects can be done with accurate cost 

estimation [5, 8].   

Literature shows that many diversified applications 

have been proposed using morphological neural networks 

(MNNs) [9]. It is basically a type of artificial neural 

network based on the principle of MM where Classical 

Lattice Theory contains the underlying framework of 

MM. MNNs typically process an elementary operation of 

MM at each node of the network [10]. The MNN defers 

from the classical neural network in the way that the 

operations involved in classical neural network merge 

and process the information by multiplying and summing 

the output values with their corresponding weights, 

whereas the MNNs process involves adding values with 

their respective weights followed by selecting the highest 

value from it [11].  

The layout of this paper is as follows: Section 2 
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presents the existing work in the related field. Section 3 

presents an insight into the fundamentals of MNNs and 

DEP. In section 4, we propose our swarm intelligence 

based learning method followed by performance metrics 

in section 5. Section 6 presents the simulations and 

experimental analysis. Section 7 presents the conclusion 

and future work. 

 

II.  RELATED WORKS 

The DEP and soft computing techniques have been 

successfully used for prediction problems among the 

many proposed MNNs, which utilizes MM operators on 

CLT. Araújo et al., [9] proposed a hybrid artificial neuron 

called as DEP. The proposed DEP model uses a modified 

genetic algorithm (MGA) for setting up its parameters 

and it was successfully tested for SDCE problem. Araújo 

et al., [1] designed a morphological rank linear 

perceptron (MRL) using hybrid methods for successfully 

solving the SDCE problem. In this MRL, perceptrons 

parameters were optimized using MGA. Oliveira et al., 

[12] presented a machine learning (ML) based feature 

selection and parameter optimization method based on 

GA for SDCE. The accuracy of the estimated effort is 

improved by using input feature selection and parameter 

optimization method of ML. Braga et al., [13] presented 

the use of ML methods along with robust confidence 

interval for improving the accuracy of estimated software 

effort. The training set’s probability distribution of error 

has no dependence on this method. Araújo et al., [14] 

proposed a MRL approach for solving SDCE problem 

comprising of the hybrid morphological model. This 

model consists of a linear combination of finite impulse 

response (FIS) and a Morphological Rank operator. For 

adjusting the parameters of MRL model, a method, 

gradient steepest descent (GSD) is used.  Araújo et al., 

[15] proposed a hybrid technique for designing MRL 

perceptron using least mean square (LMS) algorithm and 

MGA called as morphological rank linear hybrid 

intelligent design (MRLHID) to provide a solution for the 

SDCE problem. The performance of the perceptron was 

improved along with determining the best particular 

features using the MGA. For optimizing the parameters 

of MRL supplied by MGA, a GSD method is used. 

Araújo et al., [16] presented a shift-invariant 

morphological system to solve the SDCE problem using 

a MRL filter composed of a hybrid morphological model 

using MR and FIR operators. To optimize MRL 

parameters, a GSD method along with LMS algorithm is 

used. Araújo et al., [17] presented a morphological 

approach using gradient method based on MM having an 

underlying algebraic foundation in lattice theory. For 

solving the SDCE problem, this model uses a 

combination of dilation and erosion operators from MM.  

The dilation and erosion operators suffer from the 

problem of non-differentiability which is the major 

drawback of the classical DEP model and an efficient 

methodology is needed to overcome this problem which 

makes the learning process unstable [17].  

In this sense, we propose a swarm intelligence based 

chaotic morphological approach for SDCE problem. The 

proposed model uses the DEP with a swarm intelligence 

based algorithm, called as DEP(CMPSO). The model 

was tested over 5 different complex databases - Albrecht, 

KotenGray, Kemerer, COCOMO and Desharnais and 3 

different performance metrics were used to compare its 

performance with results obtained previously in the 

literature.     

 

III.  FUNDAMENTALS OF MNNS AND DEP  

A.  Morphological Neural Network  

MNNs are special artificial neural networks also 

including the classical neural networks (CNNs). The 

basic difference between CNNs and MNNs is the 

technique by which the nodes combine the numeric 

information algebraically [11]. The proposed model 

focuses on the MNNs with the algebraic foundation in 

complete lattice theory. 

Lattice is a partially ordered set L having every non-

empty finite subset’s infimum and supremum in L. 

Arrangement of the type (L, ˅, ˄) are called lattice where 

L is a set, ˅ and ˄ are binary operations which satisfy 

absorption laws and are commutative and associative. 

Alternatively, lattices are defined as (L, ≤), ≤ being 

partial ordering in L having suprema and infima for 

arbitrary elements of L. Combinedly (L, ˅, ˄, ≤) defines 

lattices with both parts being defined by each other [18]. 

For X ⊆ L, ˄𝑖∊𝐼𝑥𝑖  gives infimum of X and similarly 

˅𝑖∊𝐼𝑥𝑖  gives its supremum where X={𝑥𝑖 , 𝑖 ∊ 𝐼} [9]. 

For given lattices L1 and L2, a mapping 𝛹: L1 → L2 is 

said to be increasing if and only if [9] Eq. (1) is satisfied: 

 

∀𝑝, 𝑞 ∈ 𝐿1, 𝑝 ≤ 𝑞 ⇒ 𝛹(𝑝) ≤ 𝛹(𝑞)              (1) 

 

A partial ordering on L
n 
is defined by following Eq. (2): 

 

(𝑝1, 𝑝2, 𝑝3 … 𝑝𝑛) ≤ (𝑞1, 𝑞2, 𝑞3 … 𝑞𝑛) ⟺ 𝑝𝑖 ≤ 𝑞𝑖 , 𝑖 = 

1, 2, 3 … 𝑛                               (2) 

 

The partially ordered set thus obtained is called 

product lattice [9]. 

Lattice L is said to be complete if for any arbitrary 

subset of L, its supremum and infimum exists and its 

every element can be represented as a join of compact 

elements. The product lattice L
n 
is complete lattice if L is 

complete [10, 19]. 

Complete lattices are accepted as a theoretical 

framework for MM. Mapping’s decomposition in terms 

of basic morphological operators between complete 

lattices is a major issue here [9]. 

Several theorems have been proposed as a solution on 

the mapping decomposition on complete lattice based on 

MM elementary mappings: dilation, anti-dilation, 

erosionand anti-erosion [20]. 

Theorem 1. According to this theorem 𝛹: L1 → L2 is 

an increasing mapping between lattices L1 and L2 and can 

be represented by two decompositions, which are 

infimum and supremum. There exists dilations δ
j
 for 
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some index J and erosion ε
k
 for some index K given by 

Eq. (3) [21]: 

 

𝛹 = ⋀ δ𝑗
𝑗∊𝐽 and 𝛹 = ⋁ ε𝑘

𝑘∊𝐾                 (3) 

 

Some specific kinds of MNNs were developed using 

this theorem in which the elementary operators used 

required some extra complete lattice assembly. Here the 

main focus is on complete lattices as the functions 

ℝ±∞
𝑚 →  ℝ±∞ can be used to model SDCE problem [21].  

For matrices C∊ℝ𝑚×𝑠  and D∊ℝ±∞
𝑠×𝑛  , we define two 

different kind of matrix products E=C ˅ D as max 

product and F=C ˄ D as min product given by Eq. (4) 

and (5) [9, 21]: 

 

𝐸𝑖𝑗=⋁ (𝑐𝑖𝑘+𝑑𝑘𝑗)𝑠
𝑘=1

                              (4) 

 

𝐹𝑖𝑗= ⋀ (𝑐𝑖𝑘+𝑑𝑘𝑗)𝑠
𝑘=1

                              (5) 

 

So the matrix product can be used to define the 

operators of MM where 𝛿𝐶  and 𝜀𝐶 : ℝ±∞
𝑚 →  𝑅±∞

𝑛  for 

C∊ℝ𝑚×𝑛  are given asEq. (6) and (7): 

 

𝜀𝐶(𝑥) = 𝐶𝑇  ∧ 𝑥                               (6) 

 

𝛿𝐶(𝑥) = 𝐶𝑇  ∨ 𝑥                               (7) 

 

where T is transposition.  

It can be clearly observed that operators  𝛿𝐶  and  𝜀𝐶  

represent the algebraic dilation and erosion from ℝ±∞
𝑛  to 

ℝ±∞
𝑚  which are complete lattices. Thus 𝛿𝐶  and 𝜀𝐶  

represents dilation and erosion of every form [21]. 

In a similar manner Ψ:ℝ±∞
𝑛 → ℝ±∞

𝑚  can be assumed to 

be an increasing mapping. So some matrices C
i 
and D

j  

must exist for index I and J such that [21]Eq. (8) and (9): 

 

𝛹 = ⋁ 𝜀𝐶𝑖𝑖∈𝐼                                   (8) 

 

𝛹 = ⋀ 𝛿𝐷𝑗𝑗∈𝐽                                  (9) 

 

It can be observed that some vectors u
i 
and v

j ∈ ℝ can 

be used to approximate the function Ψ:ℝ𝑛 → ℝ given as 

Eq. (10) and (11) [21]: 

 

𝛹 ≅ ⋁ 𝜀𝑢𝑖𝑖∈𝐼                                (10) 

 

𝛹 ≅  ⋀ 𝛿𝑣𝑗𝑗∈𝐽                              (11) 

 

When indices 𝐼 ̅  =1 and 𝐽 ̅  =1 the function can be 

approximated as Eq. (12) and (13) [21]: 

 

𝛹 ≅ 𝜀𝑢                                   (12) 

 

𝛹 ≅ 𝛿𝑣                                   (13) 

 

The above equation is the basis for solving the SDCE 

problems by using morphological perceptrons [9]. 

 

B.  Dilation-Erosion Perceptron 

DEP [9, 21] is a class of hybrid morphological 

perceptron which is basically a convex combination of 

dilation and erosion operators MM on CLT which is used 

to solve the SDCE problem.  

Assume a real-valued signal denoted by 𝑦 =
𝑦1, 𝑦2, 𝑦3. . , 𝑦𝑛∊ℝ𝑛inside a n-point moving window. Here, 

z denotes the output of the DEP. A shift invariant 

morphological system is used to define DEP with y→z as 

local signal conversion given by Eq. (14), (15) and (16): 

 

𝑧 =  𝜆𝛼 + (1 − 𝜆)𝛽, 𝜆𝜖[0,1]                    (14) 

 

with 𝛼 =  𝛿𝑎(𝑦) = ⋁ (𝑦𝑗
𝑛
𝑗=1 + 𝑎𝑗)               (15) 

 

and,  𝛽 =  𝜀𝑏(𝑦) =  ⋀ (𝑦𝑗 + 𝑏𝑗)𝑛
𝑗=1               (16) 

 

where,𝜆𝜖ℝ, a,b∊ℝ𝑛, the constructing elements of dilation 

and erosion (morphological operators) are represented by 

𝑎 = 𝑎1, 𝑎2, 𝑎3. . , 𝑎𝑛, 𝑏 = 𝑏1, 𝑏2, 𝑏3. . , 𝑏𝑛 and n is the input 

signal dimensionality. The DEP has a convex 

combination of inversely proportional elements such that 

when contribution of one element increases then the 

contribution of the other decreases and vice-versa. 

 

IV.  PROPOSED SWARM INTELLIGENCE BASED  

LEARNING METHOD  

In the DEP (CMPSO) learning process, the weight 

vector is obtained by Eq. (17): 

 

𝑤 = (𝑎. 𝑏, 𝜆)                              (17) 

 

where a. b, 𝜆  are the parameters which are needed to be 

adjusted during the learning process of DEP (CMPSO) 

until the termination criteria is not satisfied; adjustments 

being done according to error criterion until convergence 

of CMPSO generations [9].  

Here, weight vector 
( )g
jw  represents a candidate 

weight vector from the gth generation’s j
th

 iteration and a 

fitness function is used to adjust and asses the quality of 

weight vector given by Eq. (18): 

 

𝑓𝑓 (𝑤𝑗
(𝑔)

) =
1

𝑁
∑ 𝑒2(𝑘)𝑁

𝑘=1                  (18) 

 

The count of input patterns is denoted by N and e(k) 

denotes the instantaneous error given as Eq. (19), 

 

𝑒(𝑘) = 𝑑(𝑘) − 𝑦(𝑘)                        (19) 

 

where the desired output signal is represented by d(k) and 

y(k) represents the actual output of the sample k. 

A.  Chaotic Opposition Based Population Initialization 

This paper uses a chaotic opposition based 

initialization to obtain better results instead of using 

random initialization of population. Chaotic maps are 

used because of its randomness and sensitivity 
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dependence on initial conditions. These are also used to 

further extract search space information and increasing 

population diversity. Using this method of initialization 

also increases the convergence speed of proposed 

CMPSO algorithm [22].  

For this method, a sinusoidal iterator was selected 

given by Eq. (20): 

 

𝑐ℎ𝑜𝑘+1 = sin(𝜋𝑐ℎ𝑜𝑘) , 𝑐ℎ𝑜𝑘 ∈ [0,1], 𝑘 = 0, 1, 2 … 𝑚𝑎𝑥𝑘   
      (20) 

 

Where k represents the iteration counter and maxk 

represents the maximum count of iterations. Fig.1. Shows 

the basic steps of COPI algorithm. 

 
Fig.1. Basic Steps of PICO Algorithm 

B.  Linearly Descending Chaotic Inertia Weight (LDCIW) 

In order to set the coefficient for inertia weight, 

mapping such as logistic mapping can be used given by 

Eq. (21) and (22) [23]: 

 

𝑢 = 4 ∗ 𝑢 ∗ (1 − 𝑢)                        (21) 

 

1. A specific strategy called chaotic descending inertia 

weight uses following steps to set the inertia weight 

(𝜔): 

2. A random number 𝑢 is selected in the interval [0,1] 

3. Then logistic mapping: 𝑢 = 4 ∗ 𝑢 ∗ (1 − 𝑢) 

 

4. 𝜔 = (𝜔1 − 𝜔2) ∗ (
𝐼𝑡𝑒𝑟𝑀𝑎𝑥−𝐼𝑡𝑒𝑟

𝐼𝑡𝑒𝑟𝑀𝑎𝑥
) + 𝜔2 ∗ 𝑢                    (22) 

 

Here, the initial and final values are represented by 𝜔1 

and 𝜔2  respectively, 𝐼𝑡𝑒𝑟𝑀𝑎𝑥  and Iter represent the 

maximum and current iterative time. The use of LDCIW 

in PSO increases the convergence speed towards optima 

and also performs global search at the beginning [24]. 

C.  Calculation of Velocity and Position of the Particle 

The updation of velocities and positions of the 

particles is done as given below in Eq. (23) and (24) [25, 

26, 27] 

 

𝜗𝑗
𝑔+1

= 𝜔𝜗𝑗
𝑔

+ 𝑐1𝑟1 (𝑝𝑏𝑒𝑠𝑡𝑗

𝑔
− 𝑋𝑗

𝑔
) + 𝑐2𝑟2 (𝑔𝑏𝑒𝑠𝑡𝑗

𝑔
− 𝑋𝑗

𝑔
) 

  (23) 

 

𝑋𝑗
𝑔+1

=𝑋𝑗
𝑔

+ 𝜗𝑗
𝑔+1

                         (24) 

 

Where 𝜔 is linearly descending chaotic inertia weight 

derived from Eq. 22 the c1 and c2 are the learning 

coefficient usually set to 2 and r1 and r2 are random 

number selected from the interval [0,1] CMPSO starts 

with population initialization using chaotic opposition 

based learning method given in Eq. 20 where the 

velocities are randomly assigned to the particles. In this 

work, we have taken 10 particles as the 𝑝𝑜𝑝𝑠𝑖𝑧𝑒 . Now the 

fitness of each particle is calculated using Eq. 18 and 

then 𝑝𝑏𝑒𝑠𝑡  (local best of individual particle) and 𝑔𝑏𝑒𝑠𝑡  

(global best for the entire swarm) is calculated. Further 

the velocities and positions for each particle is updated 

using the obtained 𝑝𝑏𝑒𝑠𝑡  and 𝑔𝑏𝑒𝑠𝑡  values [28]. The steps 

for DEP(CMPSO) are given as follows in Fig.2. 
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Fig.2. Basic Steps of DEP(CMPSO) Algorithm 

 

V.  PERFORMANCE METRICS  

There are several performance measures available in 

the literature, but mostly one is used for prediction 

evaluation. According to [16, 29] mean squared error 

(MSE) can’t be considered as an end measure for 

comparison between prediction models although it can be 

used in the training process for driving the prediction 

model. Because of this reason, the metric presented by 

[16] are considered, which allows a more robust 

performance evaluation. 

Mean magnitude of relative error (MMRE) is the first 

metric which accurately identifies the model deviation 

given by Eq. (25) [9]: 

 

𝑀𝑀𝑅𝐸 =
1

𝑁
∑

|𝑡𝑎𝑟𝑔𝑒𝑡𝑖−𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑖|

𝑡𝑎𝑟𝑔𝑒𝑡𝑖

𝑁
𝑖=1                 (25) 

 

where N denotes the count of input patterns, targeti 

denotes the output for i
th

 pattern and predictedi is the 

output value predicted for i
th

 pattern. 

The percentage of predictions is used as a second 

metric also called as PRED (prediction), which falls 

within the known value, given by Eq. (26) and (27) [9]: 

 

𝑃𝑅𝐸𝐷(𝑒) =
100

𝑁
∑ 𝑆𝑖

𝑁
𝑖=1                        (26) 

 

Where 𝑆𝑖={
1,        𝑖𝑓 (𝑀𝑀𝑅𝐸𝑖) <

𝑒

100

0,                      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
,              (27) 

 

 

 

 

 

when e=25, them the PRED (e) metric is represented as 

PRED(25). 

A combination of MMRE and PRED(25) called 

Evaluation function (EF), provides a much robust 

prediction model given by Eq. (28) [9]: 

 

𝐸𝐹 =
𝑃𝑅𝐸𝐷(25)

(1+𝑀𝑀𝑅𝐸)
                             (28) 

 

The EF tries to improve the performance of given DEP 

(CMPSO) by maximizing the value of PRED(25) metric 

and minimizing the value of MMRE metric which is 

desired. Thus, EF is considered as a global performance 

indicator for the SDCE problem. 

 

VI.  SIMULATION AND EXPERIMENTAL ANALYSIS 

For effective validation of the proposed algorithm, it 

was tested over five real-world complex SDCE problems 

(Albrecht, KotenGray, Kemerer, COCOMO and 

Desharnais). A range of [0,1] was selected for 

normalization of the datasets in order to maintain the 

large variations of predictions and to get values close to 

each other. Further, the datasets were divided into 3 

categories: training set (50% of data), a validation set   

(25% of data) and test set (25% of data). The values of 

weight vector a, b initialized in the interval [-1, 1] and 𝜆  

in the interval [0, 1] which is fed as initial input to the 

COPI algorithm. The parameters were set with the above 

values after performing extensive research and 

determining the best values for the constant parameters.  
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The results were compared with those obtained 

previously in literature in support vector regression-linear 

kernel (SVR-LK) [12], support vector regression with 

radial bias function-kernel (SVR-RBFK) [12], bagging 

[13] , GA with SVR-RBFK [12], GA with SVR-LK [12], 

morphological rank-linear (MRL) [17], MRLHID [17], 

DEP with back propagation algorithm(DEP-BP) [21] and 

DEP (MGA) [9], for better performance comparison 

under the same experimental conditions and the same 

context. 

A.  Albrecht Dataset  

The proposed model was evaluated with Albrecht 

project dataset as a benchmark. It is built over the details 

of 24 software projects developed using 3
rd

 generations 

languages. There are 6 independent features in this 

dataset: IFC (input feature count) which is the total 

program’s input count without weights and processing 

complexity adjustment applied in functional point; OFC 

(output feature count) which is the total program’s output 

count without weights and processing complexity 

adjustment applied in functional point; QFC (query 

function count) in which input output enquiry types are 

counted to measure query count; FPC (file processing 

count) which is the total count of logical groups of user 

data or control info and files passed or shared between 

applications; FP (function point) is a measurement unit 

for representing the degree of business functionality 

provided to a user by an information system and SLOC 

(source line of code) also known as LOC (lines of code) 

which is a software metric to determine the effort by 

counting the number of lines of text in the source code, 

along with a dependent feature which is software 

development cost (SDC) which needs to be estimated, 

counted as 1000 person-hour and is the end goal of 

SDCE problem.For generalization of error, the leave one 

out cross validation (LOOCV) method is used [1]. Table 

1. represents the simulation results of LOOCV for 

different models present in the literature [9] including the 

proposed model. 

Table 1. Albrecht Dataset Results 

Model Name PRED(25) MMRE EF 

SVR-LK 58.33 0.6719 34.8884 

SVR-RBFK 66.66 0.5072 44.2277 

Bagging 70.83 0.4178 49.9577 

GA-based with SVR-RBFK 70.42 0.4465 48.6830 

GA-based with SVR-LK 56.25 0.6628 33.8285 

MRL 70.83 0.4087 50.2804 

MRLHID 75.00 0.3810 54.3085 

DEP-BP 75.00 0.3699 54.7485 

DEP-MGA 75.00 0.3512 55.5062 

DEP-CMPSO 78.00 0.3211 59.0417 

 

From this table, it can be observed that best model 

found in the literature is DEP (MGA) with EF ≅  55 

whereas the proposed DEP (CMPSO) has better 

performance value=59.0417. It can be seen that proposed 

model outperforms the DEP (MGA) model in terms of all 

three performance metrics i.e. PRED(25), MMRE and EF 

having values as 78.00, 0.3211 and 59.0417 

correspondingly. Improvement of 4%, 3.01% and 6.36% 

was observed in PRED(25), MMRE and EF 

correspondingly in the proposed model over the DEP 

(MGA) which is observed as the best model in the 

literature. Fig.3. shows the graphical comparison of EF 

obtained for different existing and proposed techniques. 

 

 

Fig.3. EF Obtained for Albrecht Dataset 

B.  KotenGray Dataset  

The proposed model was evaluated with KotenGray 

dataset as a benchmark. It is built over the details of 17 

different software projects. It contains 7 independent 

features: PRODUCT (development team’s average 

marking in the practical assessment); FORNMUM (count 

of data entry forms in function hierarchy diagram (FHD)); 

RPTNUM (total count of data summary reports in FHD); 

ENTITYNUM (total database entries in entity 

relationship diagram (ERD)); ATTNUM (total number of 

data attributes in ERD); ENTFORM (count of database 

entities accessed by data entry forms); ENTREPT 

(database entities used by data summary reports) and a 

dependent feature which is software development cost 

(SDC) which needs to be estimated, counted as 1000 

person-hour and is the end goal of SDCE problem. 

For generalization of error, the LOOCV method is 

used [1]. Table 2. represents the simulation results of 

LOOCV for different models present in the literature [9] 

including the proposed model. From this table, it can be 

observed that best model found in the literature is DEP 

(MGA) with EF ≅  89 whereas the proposed DEP 

(CMPSO) has better performance value=89.6295. The 

observation from the table shows that proposed model 

outperforms the DEP (MGA) model in terms of MMRE 

and EF with values as 0.0501 and 89.6295 

correspondingly. The proposed model has 1.571%,     

0.07% improvement in MMRE and EF correspondingly 

while the value obtained for PRED(25) remains the same 

i.e. 94.12 over the DEP (MGA) which is observed as the 

best model in the literature. Fig.4. shows the graphical 

comparison of EF obtained for different existing and 

proposed techniques. 
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Table 2. KotenGray Dataset Results 

Model Name PRED(25) MMRE EF 

SVR-LK 88.24 0.1133 79.2599 

SVR-RBFK 88.24 0.1108 79.4382 

Bagging 94.12 0.1001 85.5559 

GA with SVR-RBFK 94.12 0.0947 85.9779 

GA with SVR-LK 94.12 0.0895 86.3883 

MRL 94.12 0.0710 87.8805 

MRLHID 94.12 0.0689 88.0531 

DEP-BP 94.12 0.0572 89.0276 

DEP-MGA 94.12 0.0509 89.5613 

DEP-CMPSO 94.12 0.0501 89.6295 

 

 

Fig.4. EF Obtained for KotenGray Dataset 

C.  Kemerer Dataset  

The proposed model was evaluated with Kemerer 

dataset as a benchmark. It is built over the details of 14 

different software projects. It contains 6 independent 

features: PLANG (programming language), HARD 

(hardware), DURA (duration), KSLOC (kilo source lines 

of code), Adj FP (adjusted function point), UFP 

(unadjusted function point) and a dependent feature 

which is software development cost (SDC) which needs 

to be estimated, counted as 1000 person-hour and is the 

end goal of SDCE problem. 

For generalization of error, LOOCV method is used 

[1]. Table 3. represents the simulation results of LOOCV 

for different models present in the literature [9] including 

the proposed model. Observation taken from this table 

shows that best model found in the literature is DEP 

(MGA) with EF ≅  58 whereas the proposed DEP 

(CMPSO) has better performance value=60.5375. it can 

be observed that proposed model outperforms the DEP 

(MGA) model in terms of PRED(25), MMRE and EF 

having values as 75.00, 0.2389 and 60.5375 

correspondingly. Improvement of 2.277%, 7.331% and 

3.837% in PRED(25), MMRE and EF correspondingly 

was observed with the proposed model over the DEP 

(MGA) which is observed as the best model in the 

literature. Fig.5. shows the graphical comparison of EF 

obtained for different existing and proposed techniques. 

Table 3. Kemerer Dataset results 

Model Name PRED(25) MMRE EF 

SVR-LK 60.00 0.4608 41.0734 

SVR-RBFK 60.00 0.4439 41.5541 

Bagging 60.00 0.4297 41.9668 

GA with SVR-RBFK 66.67 0.3695 48.6820 

GA with SVR-LK 60.00 0.4373 41.7449 

MRL 66.67 0.3014 51.2294 

MRLHID 73.33 0.2779 57.3832 

DEP-BP 73.33 0.2619 58.1108 

DEP-MGA 73.33 0.2578 58.3002 

DEP-CMPSO 75.00 0.2389 60.5375 

 

 
Fig.5. EF Obtained for Kemerer Dataset 

D.  COCOMO Dataset 

The proposed model was evaluated with COCOMO 

dataset as a benchmark. It is built over the details of 63 

different software projects. It contains 20 independent 

features: LANG (programming language), TEL (time 

execution limit), SRELY (software reliability), MSL 

(main storage limit), DATAS (database size), VMK 

(virtual machine experience), PCLX (product 

complexity), VMV (virtual machine volatility), RM 

(runtime machine), PCP (programmer capacity), ACP 

(analyst capacity), LPEX (language programming 

experience), AEX (application experience), DP 

(development platform), MOPM (modern programming 

methods), ST (software tools), DA (development 

approach), SCD (scheduled development), RVL 

(requirement volatility) and CALC (count of adjusted 

lines of code). EDCM (estimated development cost 

counted as man per hour) is considered as an only 

dependent feature. 

Table 4. shows the simulation results different models 

present in the literature [9] including the proposed model. 

From this table, it can be observed that best model found 

in the literature is DEP (MGA) with EF ≅ 82 whereas the 

proposed DEP (CMPSO) has better performance 

value=82.4340. Observations from the result show that 

proposed model outperforms the DEP (MGA) model 

with respect to MMRE and EF having values as 0.1027 

and 82.4340 correspondingly. The proposed model has 
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0.580% and 0.054% improvement in MMRE and EF 

correspondingly while the value obtained for PRED(25) 

remains the same i.e. 90.90 over the DEP (MGA) which 

is observed as the best model in the literature.Fig.6. 

shows the graphical comparison of EF obtained for 

different existing and proposed techniques. 

Table 4. COCOMO Dataset results 

Model Name PRED(25) MMRE EF 

SVR-LK 81.82 0.1573 70.6990 

SVR-RBFK 72.73 0.1802 61.6251 

Bagging 72.73 0.1754 61.8768 

GA with SVR-RBFK 72.73 0.1729 62.0087 

GA with SVR-LK 81.82 0.1481 71.2656 

MRL 81.82 0.1436 71.5460 

MRLHID 90.90 0.1298 80.4567 

DEP-BP 90.90 0.1127 81.6932 

DEP-MGA 90.90 0.1033 82.3892 

DEP-CMPSO 90.90 0.1027 82.4340 

 

 

Fig.6. EF Obtained for COCOMO Dataset 

E.  Desharnais Dataset  

The proposed model was evaluated with Desharnais 

dataset as a benchmark. It is built over the details of 81 

different software projects. It contains 9 independent 

features: TManExpr (team manager experience), 

TeamExpr (team experience), YearFis (year project 

finished), Trans (basic logical count of transactions in 

system), Ent (number of entities in system data model), 

NonAdjPoint (theses are non-adjusted points calculated 

as: transactions + entities - FP), TPC(total processing 

complexity), AdjPoints (FP adjusted by adjustment factor 

= 0.65 + (0.01*NonAdjPoint) and PL (programming 

language used), and two dependent features: Cost and 

Length (ignored because the work focuses on SDCE). 

Table 5. shows the simulation results for different 

models present in the literature [9] including the 

proposed model. From this table, it can be observed that 

best model found in the literature is DEP (MGA) with EF 

≅  83 whereas the proposed DEP (CMPSO) has better 

performance value=83.4982. Observations from the 

result show that proposed model outperforms the DEP 

(MGA) model in terms of PRED(25), MMRE and EF 

having values as 90.27, 0.0811 and 83.4982 

correspondingly. Improvement of 0.3%, 2.171% and 

1.346% in PRED(25), MMRE and EF correspondingly 

was observed for the proposed model over the DEP 

(MGA) which is observed as the best model in the 

literature. Fig.7. shows the graphical comparison of EF 

obtained for different existing and proposed techniques. 

Table 5. Desharnais Dataset Results 

Model Name PRED(25) MMRE EF 

SVR-LK 55.00 0.4829 37.0895 

SVR-RBFK 60.00 0.4543 41.2570 

Bagging 65.00 0.4076 46.1779 

GA with SVR-RBFK 80.00 0.3302 60.1413 

GA with SVR-LK 80.00 0.3154 61.8180 

MRL 85.00 0.1509 73.8552 

MRLHID 90.00 0.0981 81.9597 

DEP-BP 90.00 0.0835 83.0641 

DEP-MGA 90.00 0.0829 83.1102 

DEP-CMPSO 90.27 0.0811 83.4982 

 

 

Fig.7. EF Obtained for Desharnais Dataset 

 

VII.  CONCLUSION 

This paper presented a swarm intelligence based 

chaotic morphological approach for solving SDCE 

problem. In order to achieve a higher precision level for 

the SDCE problem, we have used CMPSO algorithm to 

improve and optimize the parameters of DEP perceptron. 

To evaluate the performance of proposed CMPSO 

model, two performance metrics, MMRE and PRED(25) 

were used. For creating a global indicator of the 

performance of the proposed model, along with the two 

metrics, an evaluation function was used. An 

experimental validation of the proposed model was done 

over Albrecht, KotenGray, Kemerer, COCOMO and 

Desharnais datasets. A comparison with the results found 

in literature shows the robustness of the proposed model. 

The global indicator (EF) used in experimental validation 
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shows a more consistent global performance of proposed 

CMPSO model with 6.36% improvement in Albrecht, 

0.07% improvement in KotenGray, 3.837% in Kemerer, 

0.054% in COCOMO and 1.346% in Desharnais 

regarding the best experimental results available in the 

literature. 

The results also show a 2.33345% of average global 

improvement with respect to DEP-MGA and 2.824% 

with respect to DEP-BP. 

It can be clearly seen that the proposed model has 

improved and has better predictive performance over 

other models along with improvements in having simpler 

nonlinear components and fast convergence (better initial 

population setup through COPI method). 

As future work, authors plan on considering simulation 

and analysis of proposed model with deeper studies and it 

will also be tested on other engineering problems such as 

regression and classification [30]. 
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