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Abstract—Feature selection is a technique of selecting 

the most important features for predictive model 

construction. It is a key component in machine learning 

for many pattern recognition applications. The primary 

objective of this paper is to create a more precise system 

for Human Activity Recognition (HAR) by identifying 

the most appropriate features. We propose a Cyclic 

Attribution Technique (CAT) feature selection technique 

for recognition of human activity based on group theory 

and the fundamental properties of the cyclic group. We 

tested our model on UCI-HAR dataset focusing on six 

activities. With the proposed method, 561 features could 

be reduced to 63. Using an Artificial Neural Network 

(ANN), we compared performances of our new dataset 

with selected features and the original dataset classifier. 

Results showed that the model could provide an excellent 

overall accuracy of 96.7%.  The proposed CAT technique 

can specify high-quality features to the success of HAR 

with ANN classifier. Two benefits support this technique 

by reducing classification overfitting and training time. 

 

Index Terms—Feature selection, Attribution technique, 

Human activity recognition, Cyclic group, Artificial 

Neural Network. 

 

I.  INTRODUCTION 

Feature or attribute selection is a process of searching 

the important features in a specified classification 

problem from the original dataset for model construction, 

also known as a variable selection. Due to the improved 

performance of good features, feature selection is an 

essential part of machine-learning problems. A well-

selected feature set not only improves the performance of 

recognition but also reduces the computational 

complexity [1]. Feature selection can remove irrelevant 

or redundant features that cause a false output of 

classifier without including much special information [2].  

Human Activity Recognition (HAR) has received 

important attention in the field of artificial intelligence 

over the previous decade as it is essential in various 

applications such as healthcare systems, sports, and 

security system [3]–[5]. As the difficulty of the process 

and overlarge dataset in HAR, the feature selection is an 

essential part of HAR [6]. Although research groups have 

been reached to develop a general, stable, and accurate 

process in the recognition of human activity, the 

predictive performance is still lacking. Irrelevant or 

redundant features cause not only the complexity of 

model in training and testing samples but also the 

difficulty in getting robust performance [7]. In this article, 

this is the primary challenge. 

Feature selection is a complicated and difficult process 

in machine learning. It needs well-defined determinations 

with multi-way dependencies and correlations, which 

means choosing the best independent features may not 

create the best feature set. In this sense, we propose a 

Cyclic Attribution Technique (CAT) to evaluate good 

features for constructing a better predictive model on 

HAR based on the group theory and the fundamental 

properties of the cyclic group. We tested the CAT on 

UCI-HAR dataset [8] using Artificial Neural Network 

(ANN) classifier. We demonstrate the effectiveness of 

this model by comparing performances with original 

dataset. 

The main contributions of this article are to design the 

CAT as a new feature selection method for more effective 

and robust classification in machine learning and to 

improve the performance classification in HAR. Two 

benefits support this technique by 1) reducing the 

overfitting and 2) training time on classification. The 

purpose of this technique is to improve the performance 

on HAR as well as several machine learning problems. 

Results showed that the CAT feature selection method 

discovers the most important features and removes 498 

features from 561 with better accuracy of 96.7 % in HAR. 

According to the results, we suggest that the CAT is a 

better, more precise and more efficient technique of 

selecting features for the recognition of human activity. 

The remaining of the article is organized as the 

following. Section 2 discusses other researchers ' 

associated works and section 3 presents the theory of 

context. The methodology for this study is introduced in 

section 4. Section 5 analyzes the experimental results and 

discusses them. Finally, section 6 concludes the article.  

 

II.  RELATED WORKS 

Feature selection has become an important role in 

many machine learning problems. This article concludes 
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some important feature selection methods widely used in 

the past decade. There are three types of feature selection 

techniques: embedded method, filter method, and 

wrapper method. Filter methods are applicable for any 

types of machine learning problems and act faster than 

wrapper methods. However, wrapper methods for the 

classifier hypothesis can control feature dependencies and 

are more effective than the filter method. The choice of 

features in HAR is more essential as the data with 

redundant and useless information captured by sensors. 

To introduce a new feature selection method, W. Win 

Myo et al. [7] used a linearly dependent concept and 

improved robustness accuracy in HAR. L.Wang et al. [9] 

studied the generalized discriminant analysis feature 

reduction method to develop the determination of the 

physical activity of human using wearable sensors. Since 

the feature selection is also an important technique in the 

healthcare system, Z Zhang et al. [10] introduced a novel 

disease-specific feature selection method using the 

dynamic time wrapping for automatic heartbeat 

classification. Y. Guo et al. [11] suggested a new feature 

selection method based on tensor, demonstrating the 

evidence of their proposed method.  

To perform feature and instance selection, J. Derrac et 

al. [12] investigated an evolutionary model for a feature 

and instance selection using a co-operative co-

evolutionary algorithm and approved this method in 

many computational problems. Data Dimensionality 

Reduction (DDR) is also an essential process in human 

activity recognition. The data dimension reduction 

technique  was implemented by M. Simão et al. [13] to 

reduce incomplete data by using re-sampling raw data 

and  principal component analysis. J. Kersten et al. [14] 

suggested a new expectation-maximization algorithm for 

feature selection in supervised classification problems by 

using simultaneous feature selection and Gaussian 

mixture estimation and showed that better results could 

be achieved with this strategy. Feature selection can 

reduce not only original features but also the data 

dimension such as principal component analysis, or 

linearly discriminant analysis. In recent years, many 

feature selections techniques in machine learning 

problems have been developed, but still difficulties to 

enhance feature selection methods for determining human 

activity. U. Maurer et al. [3] used the minimum 

redundancy maximum relevance feature selection method 

to design activity recognition. Using Relief-F algorithms, 

fast correlation-based filter, and correlation-based feature 

selection, J. Howcroft et al. [15] showed the importance 

of feature selection for elderly fall risk and faller 

classification. 

In machine learning problems, a classifier has an 

important role to learn and predict input data. According 

to the literature reviews, k-nearest neighbor, artificial 

neural network, and decision tree are well-known 

classifiers for HAR. In this viewpoint, W. Win Myo et al. 

[16] suggested and built a new classifier using artificial 

neural networks HAR.  Many studies on the 

determination of human activity as carried out using 

machine learning techniques. L. Cao et al. [17] suggested 

an efficient group-based context-aware classification 

method for human activity recognition using smartphones. 

They achieved the best accuracy comparing with other 

popular classifiers. M. Hassan et al. [18] used a kernel 

principal component analysis and linear discriminant 

analysis to extract the effective features. They trained a 

deep belief network and compared the results with 

traditional artificial neural network and supported vector 

machine classification methods. They demonstrated 

greater precision in their technique than other classifiers. 

Many researchers attempted to get accurate performance 

from the requirements of classification in determining 

human activity. D. Acharjee et al. [19] presented by 

accelerometer and gyroscope in mobile phone a fast and 

accurate model of the hidden Markov model classifier for 

the multiple activities of the single user. The threshold-

based condition box was also intended by D. Acharjee et 

al. [20] to minimize feature vectors using accelerometer 

and gyroscope. They had focused on the type of sensors 

to be used in human activity determination. 

 

III.  BACKGROUND THEORIES 

Group theory, a branch of abstract algebra, is an 

essential tool in several scientific fields including 

mathematics, physics, chemistry, etc. It is the study of 

symmetry for anything that stays invariant under some 

transformations [21]. Group theory can predict the 

existence group elements. Different object structure and 

behavior have different symmetries. For the asymmetry 

of polygons, group theory is very essential in geometry. 

Group theory is implemented in number theory and 

elliptic groups are widely applied in modern 

cryptography fields.  

A cyclic group is an abelian group generated by a 

single element. In group theory, the fundamental 

properties of cyclic groups play a vital role. M. Eie et al. 

[22] considered the fundamental of a cyclic group and 

classified the cyclic group. The authors discussed about 

the importance of stars polygon in art and culture [23]. 

The study of abstract groups challenges the 

transformation to algebraic ideas. By using star polygons, 

S. Spitzer [24] tried to understand the cyclic group 

structure for algebra ideas. M. M. El-Farrah et al. [25] 

proposed a technique for finding expected numbers of 

cyclic groups. The relationship between cyclic soft 

groups and classical groups was researched by H. Aktaş 

et al. [26]. Von Zur Gathen et al. suggest a method for 

finding an average order of the elements in a cyclic group 

of order n. G. Oman et al. [27] demonstrated that an 

arbitrary group G is cyclic if and only if there are distinct 

subgroups with distinct indexes in G. 

Group theory and its properties are widely used in 

many areas such as physics, chemistry, biochemistry, 

medicine, engineering and mathematics themselves. 

There are many complex classes with different kind of 

elements in a group. A classification of the membership 

of that group is one of the most important points in a 

group. Sometimes, groups contain some arbitrary 

subgroups without particular properties. At times, the 
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groups could also come with some binary operations with 

special properties.  

For this work, we are interested in group theory and 

fundamental properties of the cyclic group with a binary 

operation involving some special properties, which are 

shown as the following definitions.  

 

Definition (1)  

Let G= {g1, g2, . . .  ,gn } be a finite set of elements. 

Then G is called a group if it is satisfying four properties: 

closure, associativity, unity, and inverse under addition 

operation. 

 

Definition (2) 

Let G be a group. Then order of a group G is the total 

number of elements in G denoted by |G| or O (G). 

For example: 

Given G= {1,2,3,4,5,6,7}, 

then order of a group G is |G|= O (G) = 7. 

 

Definition (3) 

Let G be a group.  Then G is a cyclic group  

if G = <a> = {na / a ∈G, n ∈ 𝑍 }, which is called a 

cyclic group generated by a.  

For example: 

Given G= {1,2,3,4,5,6,7,} and Z5= {2,3,4,5,6}, 

then  Z5= <1> with |1| = 5. 

Here, we call Z5 = <1> a cyclic group generated by 1. 

 

Definition (4) 

Every cyclic group satisfies the following fundamental 

properties: 

Every group is itself a cyclic group with generator 1.  

Every subgroup of a cyclic group is also a cyclic group. 

The order of every subgroup is a divisor of group G 

order. 

For each divisor k of the order of G, there exists 

exactly one subgroup of order k. 

For example: 

Given G = Z8 = {1,2,3,4,5,6,7,8}, 

then G is cyclic group generated by 1 with |G| =8 

and divisors of 8 are 2 and 4. 

Since, each divisor has exactly one subgroup of G. 

<2> = {2,4,6,8} with order 4 and  

<4>= {4,8} with order 2 are subgroups of G. 

 

Definition (5) 

The function of Euler Phi  𝜑 is described in a cyclic 

group as the total number of elements. If there is a divisor 

d of the order of group G, then the number of elements of 

that devisor d can be expressed as. 

𝜑 = the number of positive integers less than d and 

relatively prime to d  

Example is shown in Table 1. 

Table 1. Evaluation for the total number of elements  

of cyclic subgroup G 

|G| d 𝜑 

(Order of G) (Divisor of |G|) (Euler Phi) 

4 2,4 1,2 

6 2,3 1,2 

8 2,4,8 1,2,4 

10 2,5 1,4 

 

IV.  METHODOLOGY 

There are five main processes in this study: 1) using 

UCI-HAR dataset, 2) pre-processing data,  

3) implementing the proposed technique of CAT feature 

selection, 4) classification with ANN, and 5) performance 

evaluation. Fig 1 demonstrates the system design using 

Cyclic Attribution Technique (CAT) feature selection 

method to recognize human activity. 

A.  UCI-HAR dataset  

The study carried out UCI-HAR dataset that the 

researchers of the University of California of Irvine 

produced in 2013 [8]. It is the most popular dataset for 

UCI repository (available from 

http:/archive.ics.uci.edu/ml). In this dataset, 

accelerometer sensor and gyroscope sensor of the 

Samsung Galaxy SII mobile phone were utilized to 

collect the data. With a constant rate of 50Hz, the raw 

data was sampled, further analyzed and extracted features. 

Thirty volunteers performed six activities (walking, 

walking upstairs, walking downstairs, sitting, standing, 

and laying) within an age bracket of 19-48 years. Raw 

data appeared as a series of 10299 instants containing a 

timestamp, three accelerometer values along the X-axis, 

Y-axis, Z-axis and three gyroscope values along the X-

axis, Y-axis, Z-axis. Two domains obtained the complete 

561 features from time domain and frequency domain. 

The detailed description of features in the UCI-HAR 

dataset is shown in Table 3.  

B.  Data Preprocessing  

The UCI-HAR dataset is divided into three data 

subgroups of features by the appropriate domain (time 

domain and frequency domain) as shown in Fig 2. In 

which time domain as behaviors of extracted time 

features was split into two feature groups.  

 

 

Fig.1. System design using the proposed Cyclic Attribution Technique feature selection method 
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Fig 2 contains three subgroups of data: 1) T is data 

with time domain-relevant features based on variable 

values; 2) A is data with time domain features based on 

angle values; 3) F is data with frequency domain-relevant 

features. 

 

 

Fig.2. Splitting to three data subgroups of features 

The total number of features with relevant T, A, and F 

is demonstrated in Table 2. according to the separate data 

subgroups.  

Table 2. Separating three feature categories from UCI-HAR dataset 

Notation 
Feature 

Domain 

No. 

Instances 

No. 

Features 

T Time 10299 265 

A Time 10299 7 

F Frequency 10299 289 

Table 3. Detail categorization of feature groups from  

UCI-HAR dataset 

Category Signals Types 
No. 

Features 

Time Domain 

Feature (265) 

tBodyAcc-XYZ 40 

tGravityAcc-XYZ 40 

tBodyAccJerk-XYZ 40 

tBodyGyro-XYZ 40 

tBodyGyroJerk-XYZ 40 

tBodyAccMag 13 

tGravityAccMag 13 

tBodyAccJerkMag 13 

tBodyGyroMag 13 

tBodyGyroJerkMag 13 

Time Domain 
Feature (7) 

angle() 7 

Frequency 
Domain Feature 

(289) 

fBodyAcc-XYZ 79 

fBodyAccJerk-XYZ 79 

fBodyGyro-XYZ 79 

fBodyAccMag 13 

fBodyAccJerkMag 13 

fBodyGyroMag 13 

fBodyGyroJerkMag 13 

Total features 561 

 

 

C.  Cyclic Attribution Technique (CAT)) 

The main aim of this research is to design a novel 

feature selection classifier, named Cyclic Attribution 

Technique (CAT), for development of the prediction 

performance in HAR. The proposed feature selection 

method will look carefully at the most important features 

from original features. Before developing a CAT, three 

new definitions using group theory and the cyclic group 

characteristics are introduced, which are interesting 

concepts and methods used in this feature selection 

method. 

 

Definition (6) 

Let a group G be a set containing N features and it is a 

cyclic group itself with generator 1. Let D be a divisor of 

N and 𝑄 be a quotient of N. Then a cyclic group <𝑄> is a 

new feature set containing relevant or useful features of 

the dataset. 

 

Definition (7)  

Let a cyclic group < 𝑄 > be a set of selected features 

containing relevant or useful features of the dataset. Then, 

the number of features of this new feature set ‘<𝑄>’ is    

 

𝜑(𝑄) = 𝑄 (1 −
1

𝑞1
) (1 −

1

𝑞2
) . . . (1 −

1

𝑞ℎ
)             (1) 

 

Where 𝑞1 , 𝑞2 , … , 𝑞ℎ are prime divisors of 𝑄 and h <𝑄. 

 

Definition (8) 

Let 𝐷 be a divisor of N, 𝜑(𝑄) = 𝑚 and < 𝑄 > be a set 

of selected features. The selected features are 

 

< 𝑄 >= {𝐷 ∗ 𝑖/ 𝑖 = 1,2, … , 𝑚}               (2) 

 

The creating of the Cyclic Attribution Technique 

model consists of four primary procedures. The first 

process is to find mean values of all features and sort 

them in ascending order. The second process is to 

determine new feature subgroups and their number of 

features. The third process is to search all features of the 

new group of features. The fourth process is to group the 

new features.  

1.  Finding and sorting mean values of all features  

The mean value of each feature is calculated by the 

following equation according to three different feature 

groups (T, A, F) from Table 2.  

 

𝑀𝑒𝑎𝑛 =  
∑ 𝑥𝑖

𝑛
𝑖=1

𝑛
                          (3) 

 

where xi is a time series value of each feature and n is the 

total number of each feature group. 

According to equation (1), all features from three 

different groups (T, A, and F) are listed by hierarchic 

relation of mean value as 𝑓𝑖  < 𝑓𝑗  where fi and fj are 

features.  

 

 

Dataset 

T 

Time Domain  
Frequency 

Domain 

A F 

UCI-HAR 

dataset 
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For all hierarchical features, the following transitivity 

holds:  

 

(𝑓𝑖 < 𝑓𝑗)Λ(𝑓𝑖 < 𝑓ℎ) → 𝑓𝑖 < 𝑓ℎ                   (4) 

 

Then, we renamed all features in ascending order as 

follows: 

 

T= {t1, t2, …, t265}, 

F= {f1, f2, …, f289}, and 

A= {a1, a 2, …, a 7}. 

 

where T contains 265 features from the time domain, F 

contains 289 features from the frequency domain, and A 

contains 7 features from time domain.         

2.  Determining new feature sets and number of elements 

of feature sets     

To complete this process, Algorithm (1) performs on 

three different features subgroup from T (time domain), F 

(frequency domain), and A (Time domain) as shown in 

Fig 3. 

 

Algorithm 1:  Determining new feature subseted by CAT 

 𝑖 ← 1,       // i= index of feature, 

                    // n = total number of features of each       group 

D ← ∅          // D = a set of all divisors of n 

𝑄 ← ∅         // 𝑄 = a set of all quotients of n, which will be new 

feature group (Cyclic group generated by 

𝑄). 

 𝑤ℎ𝑖𝑙𝑒 𝑖 ≤ 𝑛  𝑑𝑜 

            𝑖𝑓 𝑛 𝑚𝑜𝑑 𝑖 = 0 𝑡ℎ𝑒𝑛  
                       If  𝑖 ∉ 𝐷 then 

                               𝐷 = 𝑖 

                               𝑄 =< 
𝑛

𝐷
> 

                     end i 

          𝑒𝑛𝑑 𝑖𝑓 

         𝑖 ← 𝑖 + 1 1 

 𝑒𝑛𝑑 𝑤ℎ𝑖𝑙𝑒 

Return  𝐷, 𝑄 

Fig.3. Determining new features sets  

The proposed definition 6 generalizes Algorithm 1 as 

shown in Fig 3. Input ‘n’ to this algorithm is the total 

number of features of three different feature groups. 

Output ‘𝐷’ is the set of the divisors of input ‘n’. Output 

‘𝑄’ is the set of the quotients of input ‘n’, which is a 

cyclic group with generator ‘ 𝑄  ’. On the other hand,  

‘<𝑄 >’ is the desired new features set of our study.  

3.  Searching for new feature sets  

The following Algorithm (2) is generalized by the 

proposed definitions (7-8) as described in Fig 4. The 

value of φ  is the total number of features of the new 

feature subset produced by definition (7). 

 

Algorithm 2:  Searching for new feature sets 

  < 𝑄 >← ∅,  𝜑 ← ∅  

                     // < 𝑄 > is the required feature set                                                     
                   // 𝜑 is the total number of features 

  D ← 𝐷           // D = a set of all divisors of n 

 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ  𝑄     
                 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒 𝜑 𝑤𝑖𝑡ℎ 𝑄 

                  𝜑 ← 𝑚         // 𝑚  is the number of features 

                 for i ← 1 to 𝑚 do  

                          < 𝑄 >← {𝐷 ∗ 𝑖} 

                 end for     

  end for          

 Return   < 𝑄 > 

Fig.4. Searching for new feature sets 

In Algorithm 2, Input ‘𝐷’ and ‘𝑄’ are from Algorithm 

1. Output ‘<𝑄 >’ is the desired new feature set of our 

study.  

Now, our suggest CAT method effectively chooses 

four critical feature sets: T1, T2, F1, and A1 from UCI-

HAR dataset as shown in Table 4. In which, feature sets 

from time domain are selected for T1 and T2. F1 is a 

selected feature from frequency domain and A1 is 

selected features from remaining time domain. 

Table 4. Evaluating newly feature subsets and their features by the CAT 

G (Feature 
group) 

D = All divisors 
of T, F, A 

<Q> = subgroup 

of G =new 

features set 

𝜑 = number of 

elements of 
new features set 

Desired elements 
for new features set 

(265) 
53 T1 = <5> 4 {53,106,159,212} 

5 T2= <53> 52 {5,10,15,20,25,30, 35, 40, 45, 50, - - -, 250,255,260} 

F (289) 17 F1= <17> 17 
{17,34,51,68,85,102,119,136,153, 170,187, 204, 221, 238, 

255, 272, 289} 

A (7) 7 A1=<7> 7 {1,2,3,4,5,6,7} 

 

In Table 4, D is the divisors set of input n where n= 

total number of features, Q is the quotients set of input n, 

and φ is the total number of features for new subset of 

features where T1, T2, F1, and A1 are new feature 

subsets. 

4.  Grouping the CAT features 

The newly selected features (T1, T2, F1, A1) by the 

proposed CAT method are grouped by combination rule 

to evaluate the effectiveness of the CAT model using 

classifier as illustrated in Table 5. The combination with 

the newly selected feature sets includes fifteen groups 

from G1 to G15.  

D.  ANN Classification 

To determine the effectiveness of CAT model, the 

ANN model is designed with a feed-forward propagation 

algorithm. ANN used two hidden layers with a learning 
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rate of 0.0005. All selected available data is divided into 

70% for training set and 30% for testing. Finally, the 

ANN model based on CAT is prepared to classify the G1 

to G15 input feature sets. 

E.  Performance Evaluation 

The main aim of this study is to develop a HAD system 

based the proposed CAT feature selection method. In 

order to determine the reliability and quality of the CAT 

method, the performances of six activities (walking, 

walking upstairs, walking downstairs, sitting, standing, 

and laying) are evaluated using the ANN classifier. 

Table 5. Grouping of newly feature sets and their performance in 

classification, the bold cells show the best accuracy  

among them using CAT  

Groups' 
names 

Combining all new 
feature sets 

No. of 
features 

Average 
Accuracy % 

G1 T1 4 61.42 

G2 T2 52 94.63 

G3 F1 17 63.01 

G4 A1 7 72.30 

G5 T1+T2 56 94.82 

G6 T1+F1 21 71.88 

G7 T1+A1 11 85.66 

G8 T2+F1 69 93.98 

G9 T2+A1 59 96.34 

G10 F1+A1 24 91.04 

G11 T1+T2+F1 73 94.43 

G12 T1+T2+A1 63 96.7 

G13 T1+F1+A1 28 92.46 

G14 T2+F1+A1 76 96.31 

G15 T1+T2+F1+A1 80 96.34 
 

 

V.  RESULTS AND DISCUSSIONS 

A.  Experiment 1 

The proposed CAT method successfully selects four 

critical feature sets from UCI-HAR dataset as T1, T2, F1, 

and A1. The feature sets, T1, T2, and A1, are new 

selected feature group from the time domain. F1 is the 

selected feature set from the frequency domain. The 

performance of those feature subsets using ANN from 

each individual domain is described in Table 5. 

According to the results in Table 5, T2 obtained the 

best accuracy of 94.63%, which means the features in T2 

are the most sufficient features in HAR. However, T1 is 

with a lower accuracy of 61.42%, the different 

performance of T1 and F1 showed only 1.59% accuracy. 

Besides, the difference between A1 and T1 is 11.66% 

accuracy and the difference between A1 and F1 is 9.07 % 

accuracy.  

B.  Experiment 2 

Using the combination rule, all CAT features (T1, T2, 

F1, and A1) are grouped into from G1 to G15 and the 

performances are evaluated using ANN to obtain the goal 

of this study. Table 5 provided the average performance 

outcomes for each group.  

According to the results analyzed in Table 5, G12 

combined with A1, T1, and T2 using 63 features achieved 

the best 96.7% accuracy. It is found that the frequency 

domain features make more complex than other types of 

features. To conclude all results, it is discovered that G12 

(T1+T2+A1) obtained the highest accuracy without 

frequency features. Therefore, using 63 features from 

G12 gives the best performance for the classification to 

prove the effectiveness of the proposed model comparing 

to the performance of the original dataset. 

C.  Experiment 3 

In this experiment, the average performances of CAT 

features are compared with original UCI-HAR dataset 

features for each domain features using ANN classifier as 

shown in Table 6.  

Table 6. Comparison of average performances between original 

dataset and the CAT features dataset 

Feature 

Type 

UCI-HAR dataset  CAT features dataset 

No. 
Features 

Accuracy 
% 

No. 
Features 

Accuracy 
% 

Time 

Domain 
265 96.12 56 94.82 

Frequency 
Domain 

289 88.25 17 63.01 

Another 

Domain 
7 72.08 7 72.08 

Total 
Features 

561 94.85 63 96.7 

 

As a result, in Table 6, the accuracy of the CAT 

features dataset achieved 96.70% accuracy and UCI-HAR 

dataset obtained 94.85% accuracy. This shows that the 

accuracy of the CAT features dataset is better than the 

accuracy of the original dataset. In this piece of 

contribution, the proposed methodology successfully 

determines the most important 63 features from originally 

561 features. 
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Fig.5. Comparison of performances of six activities with 63 CAT feature set and original dataset 

Finally, we compared the performances of six activities 

(walking, walking upstairs, walking downstairs, sitting, 

standing, and laying) of the original dataset and the CAT 

features dataset using the ANN classifier as shown in Fig 

5. 

As the result of comparison, the performance of the 

CAT model is 8.29 % less accurate in walking activity, 

0.6% less accurate in sitting activity, and 0.88% less 

accurate in laying activity than the performances of the 

original dataset. The performance of the CAT model 

showed higher accuracy in walking upstairs activity with 

12.48%, 0.33% higher accuracy in walking downstairs 

activity, and 9.93% higher accuracy in sitting activity 

than the accuracies of UCI-HAR dataset respectively. 

However, the overall accuracy of the proposed model 

achieved higher accuracy than the original dataset in 

classification.  

 

VI.  CONCLUSIONS 

The proposed Cyclic Attribution Technique (CAT) 

feature selection model is based on the special properties 

of the group theory and the cyclic group. The model 

correctly selected the most important 63 features in UCI-

HAR dataset and reduced 498 features from 561 features. 

The CAT highlighted the complexity of frequency 

features in human activity recognition and the importance 

of some features from the time domain and frequency 

domain. It removed all frequency features from the 

original dataset to endorse the complexity of frequency 

features. The proposed methodology succeeds in 96.7% 

of average classification accuracy. The accuracy of the 

classification process using ANN claimed the efficiency, 

reliability, and accuracy of the CAT model.  It suggested 

that the CAT model could be developed in other pattern 

recognition problems in machine learning.  
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