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Abstract—The paper presents the results of the research 
concerning the development of the hybrid model of 1-D 
signal adaptive filter based on the complex use of both 
the empirical mode decomposition and the wavelet 
analysis. Implementation of the proposed model involves 
three stages. Firstly, the initial signal is decomposed to 
the empirical modes by the Huang transform with 
allocation the components, which contain the noise. Then 
the wavelet filtering is performed to remove the noise 
component. The optimal parameters of the wavelet filter 
are determined based on the minimal value of ratio of 
Shannon entropy for the filtered data and the allocated 
noise component and these parameters are determined 
depending on type of the studied component of the signal. 
Finally, the signal is reconstructed with the use of the 
processed modes. The results of the simulation with the 
use of the test data have shown higher effectiveness of 
the proposed method in comparison with standard method 
of the signal denoising based on wavelet analysis. 
 
Index Terms—Denoising, Empirical mode 
decomposition, Huang transform, Wavelet analysis, 
Thresholding, Shannon entropy. 
 

I.  INTRODUCTION 

1-D and 2-D signals denoising are one of the current 
problems of modern informatics. Allocation of the noise 
component from the studied data allows us to improve the 
quality of the investigated signal that improves the 
effectiveness of the following stage of the data processing 
within the framework of the current problem. A lot of 
denoising techniques based on different methods of the 
signal processing exist nowadays. The use of Kalman [1] 
or Wiener [2] filters allows us to smooth the signal by 
using the extrapolation technique in the first case and by 
minimizing the mean square error between the estimated 
random process and the desired process in the second 
case. However, it should be noted, that these techniques 

are not effective in the case of processing of non-
stationary and non-linear signals with local particularities. 
Implementation of these techniques in these cases 
promotes to the loss of the large amount of useful 
information. 

The modern techniques of the non-stationary and non-
linear signals processing are based on decomposition of 
the investigated signals to the components with the 
following processing of these components in order to 
remove the noise. So, the research concerning the use of 
fast Fourie transforms (FFT) for estimation of the 
anisotropic relaxation of composites and nonwovens is 
presented in [3]. In paper [4] the authors implemented the 
time-frequency analysis of pressure pulsation signal 
based on FFT. The frequency spectrum including 
frequency-domain structure and approximate frequency-
scope was obtained during the simulation process. 
However, it should be noted, that FFT is effective in the 
case of stationary signals processing and features 
extraction from the data. In the case of more complex 
non-stationary and non-linear signal processing the 
effectiveness of the FFT technique decreases. The 
wavelet analysis is the alternative and the logical 
continuation of the FFT [5, 6]. The approximation and 
detail coefficients are calculated during wavelet-
decomposition process. The detail coefficients contain the 
information about the noise component in the most cases, 
thus these coefficients are processed to remove the noise 
component. Reconstruction of the denoised signal is 
performed with the use of both the approximation 
coefficients and the processed detail coefficients at levels 
of the wavelet decomposition from 1 to N. The wavelet 
analysis technique is widely used in different area of the 
scientific research [7–14]. The effectiveness of this 
technique implementation depends on the choice of the 
type of the used wavelet, level of the wavelet 
decomposition and determination of the thresholding 
coefficient value for detail coefficient processing. It 
should be noted that an effective technique for these 
parameters objective determining is absent nowadays. 

https://www.scopus.com/affil/profile.uri?afid=60103634
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To process and analyze the non-stationary and non-
linear signals in [15, 16] authors proposed the use of the 
empirical mode decomposition (EMD) and the Hilbert 
spectrum. This approach was named Hilbert-Huang 
transform method (HHT). The main concept of this 
method consists in decomposition of the initial signal into 
mutually independent intrinsic mode functions (IMFs) 
based on the empirical mode decomposition (EMD) [15]. 
Then, the Hilbert spectrum is formed by applying the 
Hilbert transform to the obtained IMFs. The analysis of 
the Hilbert spectrums for the selected IMFs allows us to 
obtain the detail information concerning particularities of 
the investigated signal. The HHT method has been 
implemented in various fields to process and analyze 
non-linear and non-stationary signals such as blood-
pressure signal analysis, seismic data analysis, ECG 
signal analysis, at al. So, the paper [17] presents the 
technique to decompose the multicomponent micro–
Doppler signals based on the complex use of Hilbert-
Huang transform and analytical mode decomposition 
(HHT-AMD). The approach concerning the 
implementation of the HHT for detection, diagnostic and 
prediction of the degradation in the ball bearing was 
proposed in [18]. The papers [19-21] are devoted to the 
implementation of the HHT for analysis of the vibration 
signals from different objects. The paper [22] presents the 
results of the research concerning the use of HHT for the 
processing and analysing of ECG signal in order to 
diagnose the brain functionality abnormalities. The 
results of the research concerning the implementation of 
the HHT for the analysis of the non-stationary financial 
time series and the acoustic wave frequency spectrum 
characteristics of rock mass under blasting damage are 
presented in [23,24]. 

However, it should be noted that in spite of the 
achievements in this subject area the problem of 
denoising of the non-stationary and non-linear signals has 
no effective solution nowadays. The solution of this 
problem can be achieved by complex use of the modern 
techniques of data processing [25,26]. In this paper we 
propose the hybrid model of non-stationary and non-
linear signals denoising based on the complex use of both 
the Huang transform and wavelet analysis. The optimal 
parameters of the wavelet filter for each of the intrinsic 
mode functions (IMFs) are determined based on the 
minimum value of the quantitative criterion, which is 
calculated as the ratio of Shannon entropy of the filtered 
data and the allocated noise component. In such a way the 
parameters of the wavelet filter are adapted to the type of 
the studied signal. 

The aim of the research is the development of the 
hybrid model of 1D non-stationary signals adaptive filter 
based on the complex use of both the Huang transform 
and wavelet analysis. 

The paper is organized in the following way. Section 2 
presents the techniques of the empirical mode 
decomposition by the Huang transform and the basis of 
the discrete wavelet transform (DWT) of 1-D signals. 
Section 3 is devoted to development of the hybrid model 
of the 1-D signal adaptive filter based on the complex use 

of both the Huang transform and DWT. This model is 
presented as the structure block chart of the algorithm of 
the studied data processing.  The results of the simulation 
of the test data denoising within the framework of the 
proposed technique are presented in section 4. The 
obtained results and discussion are presented in section 5. 
Section 6 contains the conclusion. 

 

II.  EMPIRICAL MODE DECOMPOSITION AND DISCRETE 
WAVELET TRANSFORM 

The empirical mode decomposition method (EMD) 
involves [15] what initial signal is a complex one and it 
can be decomposed into a series of the intrinsic mode 
functions (IMFs): 

 

( ) ( ) ( )xrxfxy n

n

i
i += ∑

=1
                    (1) 

 
where n is the number of the IMFs functions, ( )xfi  is the 
IMFs function on i-th level of the signal decomposition, 

( )xrn  is the residual function, which represent the 
average trend of the initial signal. Implementation of the 
EMD method involves the following: 
 

− the number of each IMFs function extrema and the 
number of zero crossing must be equal or must not 
differ by more than one; 

− in any point of the IMFs function the mean value 
of the envelope defined by local maximums and 
local minimums should be zero.   

 
The process of the signal decomposition is stopped if 

one of the following conditions is true: 
 
− the residual function ( )xrn  does not contain more 

than 2–3 extrema points; 
− the residual function ( )xrn  in whole interval of x 

change is insignificant in comparison with 
appropriate values of the IMFs functions. 

 
The further analysis of the allocated IMFs functions 

allows us to select the modes, which contain the noise for 
their processing in order to remove the noise component 
by the use of discrete wavelet transform (DWT) [27]. The 
main idea of the discrete wavelet decomposition is 
presented in Fig.1. 
 

 
Fig.1. Structural block-chart of discrete wavelet decomposition process 
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Approximation coefficients at n-th level and detail 
coefficients at the levels from 1 to n are calculated with 
the use of both the low frequency (LF) and the high 
frequency (HF) filters during wavelet decomposition 
process: 

 
{ })1(),2(),...,(),()( CDCDnCDnCAxy → .       (2) 

 
The noise component in most cases is contain in detail 

coefficients, therefore these coefficients should be 
processed during the signal denoising. However, the 
quality of wavelet filtering depends on type of the used 
wavelet, wavelet decomposition level and thresholding 
coefficient value to process the detail coefficients. In [28] 
authors proposed the technology of determination of the 
optimal parameters of the wavelet filter based on the use 
of the Shannon entropy as the main criterion to select the 
optimal solution. The optimal wavelet and the level of 
wavelet decomposition are determined based on the 
maximum value of the Shannon entropy for the allocated 
noise component and the thresholding coefficient optimal 
value is determined based on the minimum value of the 
Shannon entropy for filtered data within the framework 
of the proposed technology. The proposed by the authors 
technology was successfully implemented for the gene 
expression profiles filtering within the framework of the 
information technology of gene expression profiles 
processing for the purpose of gene regulatory networks 
reconstruction [29,30]. In this paper we propose the 
model of the wavelet filter optimal parameters 
determination based on the use of ratio of the Shannon 
entropies for the filtered signal and the allocated noise 
component. The soft thresholding is used to process the 
detail coefficients within the framework of the proposed 
model:  

 







>−=

≤=

ττ

τ

difdd

difd

,

;,0
                         (3) 

 
where d are the detail coefficients and  τ  is the value of 
the thresholding coefficient. The structure block-chart of 
this model is presented in Fig.2. 
 

 
Fig.2. A model to determine the wavelet filter optimal parameters 

Implementation of this model involves the following 
steps: 

 
1. Fixation of the wavelet decomposition level 

randomly. 
2. Calculation of the median absolute deviation (MAD) 

for the detail coefficient at the wavelet decomposition 
levels from 1 to n: 
 

( ) ( )( )( )iCDmedianiCDmedian −=σ              (4) 
 

where ni ,...,1=  is the level of wavelet decomposition. 
3. Calculation of the thresholding parameter initial 

value: 
 

kln21.00 στ =                             (5) 
 

where k is the length of the studied vector. Coefficient 0.1 
was determined empirically.  

4. Choice of the type of mother wavelet. Formation of 
the vector of wavelets, which correspond to the mother 
wavelet.  

5. Signal denoising within the range of the wavelets 
change by the detail coefficient processing with the 
following reconstruction of the signal. Selection of the 
noise component at each step of this procedure 
implementation. 

6. Calculation of Shannon entropy for both the filtered 
data and the allocated noise component. Calculation of 
the ratio of the obtained criteria: 
 

( )
( )componentnoiseH

signalfilteredH
R = .                    (6) 

 
7. Analysis of the obtained results. Choice the optimal 

wavelet, which corresponds to the minimum value of the 
criterion (6). 

8. Repetition of the steps from 5 to 7 of this procedure 
within the range of the wavelet decomposition level 
change from 3 to the maximum level of the wavelet 
decomposition with the use of the optimal wavelet. 
Determination of the wavelet decomposition optimal 
level, which corresponds to the minimum value of the 
criterion (6). 

9. Setup of both the range and the step of the 
thresholding parameter value change: 0min 1.0 ττ = ;  

0max 5ττ = ; ( )minmax02.0 τττ −⋅=d . Repetition of the 
steps from 5 to 7 of this procedure within the range of the 
thresholding parameter value change.  

10. Determination of the thresholding parameter 
optimal value, which corresponds to the first minimum of 
the criterion (6) during enumeration of the thresholding 
parameter from minimum to maximum values. 

11. The signal denoising with the use of the wavelet 
filter optimal parameters. 

 
It should be noted, that direct implementation of the 

proposed technology for the denoise of the signal allows 
us to remove the noise component. However, the results 
of the simulation have shown that in most cases the signal 
is distorted. The successful results in this case can be 
achieved empirically by changing the thresholding 
parameter value. To solve this problem, we propose to 
process the IMFs functions, which include the noise 
component, but not the initial signal directly. 
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III.  HYBRID MODEL OF 1-D SIGNAL DENOISING 

Fig.3 presents the structural block chart of hybrid 
model of 1-D signal denoising based on the complex use 
of both the Huang transform and wavelet analysis. The 
structural block-chart of the algorithm of this process 
implementation is presented in Fig.4. The stages of this 
algorithm implementation are the following: 
 

 
Fig.3. Hybrid model of 1-D signal denoising based on the complex use 

of both the Huang and wavelet transforms  

 
Fig.4. Block-chart of the algorithm of Huang-Wavelet filtering process 

implementation 

Stage I. Data loading and Huang transform performing. 

1. Loading of the studied signal. 
2. Empirical mode decomposition by Huang transform 

implementation. Allocation of the IMFs functions. 
3. Visualisation of the obtained functions. Results 

analysis. Choice of the functions with noise. Setup of the 
counter, which correspond to the first of the selected 
functions. 

Stage II. Wavelet filtering of the selected IMFs functions. 

4. Determination of the optimal type of wavelet. 
4.1. Formation of the vector of wavelets for the 

appropriate mother wavelet. Setup the counter, which 
corresponds to the first of the wavelet in the sequence.  

4.2. Setup of the wavelet decomposition level n = 4.  
4.3. Implementation of the discrete wavelet 

decomposition with calculation of the approximation 
coefficients at n level and the detail coefficient at levels 
from 1 to n. 

4.4. Calculation of the thresholding coefficient initial 
value by the formulas (4) and (5). 

4.5. Soft thresholding of the detail coefficients by the 
formula (3).  

4.6. Wavelet reconstruction of the signal with the use 
of both the approximation and processed detail 
coefficients. 

4.7. Allocation of the noise component as the 
difference of both the initial and filtered signals. 

4.8. Calculation of the Shannon entropies for both the 
filtered signal and allocated noise component by the 
formula: 

 

∑
=

−=
m

i
ii ppH

1
2log                           (7) 

 
where m is the number of the intervals, which contain the 
same values of the studied data; ip  is the probability that 
appropriate value of the studied data belongs to the i-th 
interval. The number of the intervals is determined 
empirically during simulation process and this value does 
not change during the experiment. 

4.9. Calculation of the ratio of the Shannon entropies 
for the filtered data and the allocated noise component by 
the formula (6). 

4.10. If the counter is less than the maximum number 
of the studied wavelets in the sequence, go to the step 4.3 
of this procedure. Otherwise, the analysis of the obtained 
results and the determination of the optimal wavelet, 
which correspond to the minimum value of the criterion 
(6). 

5. Determination of the wavelet decomposition optimal 
level. 

5.1. Setup of the range of the wavelet decomposition 
level change. 

5.2. Repetition of the steps 4.3-4.9 of this procedure for 
each level of the wavelet decomposition within the given 
range. 
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5.3. Analysis of the obtained results. Determination of 
the wavelet decomposition optimal level, which 
corresponds to the minimum value of the criterion (6). 

6. Determination of the thresholding parameter optimal 
value for the detail coefficients processing. 

6.1. Setup of both the range and step of the 
thresholding parameter value change: 0min 1.0 ττ = ;  

0max 5ττ = ; ( )minmax02.0 τττ −⋅=d . These values were 
determined empirically during simulation process. 

6.2. Repetition of the steps 4.3-4.9 of this procedure for 
each value of the thresholding parameter within the given 
range. 

6.3. Analysis of the obtained results. Determine the 
thresholding parameter optimal value, which corresponds 
to the first achieved of the minimum value of the criterion 
(6). 

7. Repetition of the stage II for other allocated IMFs 
functions with noise. 

Stage III. Reconstruction of the signal. 

8. Reconstruction of the signal with the use of both the 
processed and non-processed IMFs functions.  
 

IV.  EXPERIMENTS 

Fig.5 presents the test data, which were used during the 
simulation process. 
 

 
Fig.5. Test data, which were used during the simulation process: a,c) 

data without noise; b,d) data with noise 

The first test signal contained 8 seconds of data from 
the 2005 TOMODEC ocean bottom seismometer network 
at Deception Island, South Shetland Islands, Antarctica 
[31]. The second test signal is the combination of two 
sinusoids with different frequencies 1ω and 2ω : 

 
( ) ( ) ( )ttty πωπω 212 sinsin += . 

 
The noise component was generated as the vector of 

random numeric values, the range of their changes 
corresponds to the condition:  
 

))min()(max(02.0)( signalsignalnoiserange −⋅=  

The generated noise component was added to the 
appropriate signal. As the result, we have obtained the 
noised signals, which are shown in Fig.5(b,d). The 
quality of the studied signal processing was determined 
by calculation of the relative change of the Shannon 
entropy in percent calculated for both the filtered and 
initial signals:  
 

( ) ( )
( ) %100

_
__

⋅
−

=
siginitH

siginitHsigfiltH
QC .        (8) 

 
Less value of the criterion (8) corresponds to the better 

quality of the signal processing. The simulation process 
was performed based on the Python software use.  

 

V.  RESULTS AND DISCUSSION 

Fig.6 and Fig.7 present the results of the Huang 
transform implementation for the studied signals. The 
first stage of the hereinbefore presented algorithm was 
used in this case. The analysis of the obtained results 
allows us to conclude that in the both cases two IMFs 
functions (Mode 1 and Mode 2) contain the high 
frequency noise component. Thus, these modes should be 
processed at the second step of the algorithm 
implementation. 
 

 
Fig.6. Results of the empirical mode decomposition for the test signal 1 

 
Fig.7. Results of the empirical mode decomposition for the test signal 2 
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Fig.8 presents the simulation results concerning 
determination of the optimal type of the wavelet for each 
of the allocated IMFs functions. The biorthogonal 
wavelet bior was used as the mother wavelet in this case. 
This choice is determined by the result of the previous 
simulation involving the comparisson analysis of the 
ortogonal and biortogonal wavelets for complex signals 
filtering [32].  
 

 
Fig.8. Results of the simulation concerning determination  

of the optimal wavelet 

The results of the simulation have shown that the 
choice of the type of the mother wavelet from orthogonal 
and biorthogonal wavelets in the case of the gene 
expression profiles filtering is not determinative. The 
quality of the signal filtering is determined mainly by the 
following parameters: type of the wavelet from the family 
of the mother’s wavelets; level of the wavelet 
decomposition; value of the thresholding parameter to 
process the detail coefficients. The analysis of the 
obtained results allows us to conclude that biorthogonal 
wavelet bior1.1 is optimal to process IMFs_1 and 
IMFs_2 functions in the case of the first test signal use. In 
the case of the second test signal processing the wavelet 
bior1.5 is optimal for IMFs_1 function and the wavelet 
bior1.1 is optimal for IMFs_2 one. The values of the ratio 
of Shannon entropies in these cases are the minimal ones.  

The results of the proposed technology implementation 
for purpose of the wavelet decomposition optimal level 
determination are presented in Fig. 9. The level of the 
wavelet decomposition was changed within the range 
from 3 to the maximum level depending on the type of 
the studied signal. The minimal boundary value was 
determined empirically.  
 

 
Fig.9. Charts of the Shannon entropies ratio vs the wavelet 

decomposition level 

The results of the simulation have shown that in the 
case of the first test signal use the optimal level of the 
wavelet decomposition is 8 for the mode 1 and 7 for the 
mode 2. In the case of the second test signal use the 
optimal levels are 6 and 8 for the mode 1 and the mode 2 
respectively. These parameters were used during the 
following data processing.  

Fig.10 presents the results of the simulation concerning 
determination of the thresholding coefficients optimal 
values to process the detail coefficients at the levels of 
wavelet decomposition from 1 to n according to the 
formula (3). The range and the step of the thresholding 
coefficient change were determined in accordance with 
the step 9 of the hereinbefore described algorithm. As the 
results, the optimal values of the thresholding coefficients 
were determined for each of the allocated IMFs functions. 
The final stage of the data processing is the signal 
reconstruction with the use of both the processed and 
non-processed IMFs functions. The results of the wavelet 
filter optimal parameters determination and relative 
change of the Shannon entropy for the filtered and the 
initial signals in percent calculated by the formula (8) are 
presented in Table 1. Fig.11 presents the results of the 
test signals filtering. 
 

 
Fig.10. Charts of the Shannon entropies ratio vs the thresholding 

coefficient value 

Table 1. Results of the simulation concerning implementation of the 
Huang-Wavelet adaptive filter 

Signal Function 
Parameters 

Error 
Wavelet Level THR 

Test_1 
IMFs_1 bior1.1 8 1.07e-6 

0.92% 
IMFs_2 bior1.1 8 5.8e-7 

Test_2 
IMFs_1 bior1.5 6 0.069 

0.42% 
IMFs_2 bior1.1 8 0.607 

 
The analysis of the obtained results allows us to 

conclude that the relative change of the Shannon 
entropies calculated for the initial and the filtered signals 
are less than one percent for the both test signals. This 
fact indicates the high effectiveness of the proposed 
technology. Moreover, the results of the simulation have 
also shown that the proposed technology is not so greatly 
sensitive to the thresholding coefficient value as in the 
case of the direct use of the wavelet analysis for the 
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signal filtering. This fact can be explained in the 
following way. The use of the Huang transform allows us 
to select the noised components of the signal, which are 
processed at the next stage of the algorithm 
implementation. The components without noise are not 
processed. Thus, a little change of the thresholding 
coefficient value does not significantly influence on the 
signal filtering results as in the case of the direct use of 
the wavelet analysis for the signal denoising. 
 

 
Fig.11. Results of the test signals filtering 

 

VI.  CONCLUSION 

The technology of 1-D signals filtering based on the 
complex use of both the Huang transform and wavelet 
analysis has been proposed in this paper. The 
implementation of this technology involves three stages. 
Firstly, the Huang transform is performed to decompose 
the signal into the components with the allocation of the 
components with noise. Then, the optimal parameters of 
wavelet filter are determined for each of the selected 
components. In such a way the proposed filter is adapted 
to the investigated signal. The wavelet filtering of the 
allocated components is performed as the result of this 
stage implementation. Finally, the reconstruction of the 
signal is carried out with the use of both the processed 
and non-processed components of the signal. The relative 
change of the Shannon entropy in percent calculated for 
both the filtered and initial test signals has been used as 
the quality criterion of the proposed technology 
implementation. The results of the simulation have shown 
that the values of the quality criterion are less than one 
percent in the both cases of the test signals use. This fact 
indicates the high effectiveness of the proposed 
technology. 

The perspectives of the authors’ research are the 
implementation of the proposed model for filtration more 
complex 1-D and 2-D signals. 
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