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Abstract: In the last few years, Sentiment Analysis regarding customers' reviews in order to comprehend the opinion 

polarity on social media has received considerable attention. However, the improvement of deep learning for sentiment 

analysis relating to customer reviews in Arabic language has received less attention. In fact, many users post and jot 

down their reviews in Arabic daily, so we ought to shed more light on Arabic sentiment analysis. Most likely all 

previous work depends on conventional classification techniques, such as KNN, Naïve Bayes (NB), etc. But in this 

work, we implement two deep learning models: Long Short Term Memory (LSTM) and Convolution Neural Networks 

(CNN), in addition to three traditional techniques: Naïve Bayes, K-Nearest Neighbor (KNN), Decision trees for 

sentiment analysis and compared the experimental results. Also, we offer a combined model from CNN and Recurrent 

Neural Network (RNN) architecture where this model collects local features through CNN as the input for RNN for 

Arabic sentiment analysis of short texts. An appropriate data preparation has been conducted for each utilized dataset. 

Our Conducted experiments for each dataset against traditional machine learning classifier; KNN, NB, and decision 

trees and regular deep learning models; CNN and LSTM, has resulted in impressive performance using our proposed 

combined (CNN-LSTM) model with an average accuracy of 85,83%, 86,88% for HTL and LABR datasets respectively.  

 

Index Terms: Sentiment Analysis, Deep Learning, Recurrent Neural Network, LSTM, Convolutional Neural Network. 

 

 

1.  Introduction 

Social media is considered a crucial tool in communication and widely used since the existence of the internet. 

People nowadays communicate most of the time using different applications of social media. It is the easiest way to 

exchange recent news and points of view. Because social media is being used daily, so there is a huge volume of 

reviews, feedbacks, and articles. Today social media is used by many firms and agencies to reach out to their clients. 

Companies’ main concern is to get feedback about whatever services they provide whether it is positive or negative; 

this comes under the umbrella that is called “sentiment analysis” [1, 10, 24]. But most of the sentiment analysis work 

usually made for English written data, while the number of researches carried out for Arabic data is considered to be 

fairly few. Arabic resources, which emphasize on mining and analyzing views and sentiments, are so hard to find [24]. 

The complexity of Arabic language is probably the answer for not using it in a wide range as one word can have various 

forms utilizing various suffixes, affixes, and prefixes. Several words with whole various meanings can be created using 

the same three-letter root [2, 3, 11]. But still, Arabic posts are growing rapidly in various fields and extremely 

increasing daily, so Arabic analysis is a must [5]. In general, many of approaches suggested for sentiment analysis, 

utilize conventional machine learning methods that depend mainly on feature engineering [4], that’s why these features 

have a vital role in classification performance [6]. As a result, most techniques aim for the right features to gain the best 

performance [6]. Apparently, most machine learning algorithms utilize fixed-length feature vectors, documents ought to 

be described as fixed-length feature vectors [7]. Bag-of-words is considered one of the famous methods which utilize to 

represent each document, that is mainly because of its effectiveness and simplicity but, no consideration to word order 

[7]. Methods like this may cause misunderstanding in sentiment classification, this is mainly due to the possibility for 

same-words phrases to refer to various opinions [9]. The identical meaning of different words is not well-clarified by 
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the representation of Bag-of-words [9]. Another common method is N-gram to represent a sentence. This manner is 

considered better than the others [13]. Initially, Words are projected to a high-dimensional space. Then the classifier 

input can be represented by fixed-size of input sentence represention. Actually, it can be said that the word ordering in 

short sentences is taken into consideration by n-gram models, but they still face the problem of data sparsity. Recently, 

Deep Learning is the best machine learning algorithms to analyze extraordinary data of all types [12]. Deep learning is 

superior to traditional machine learning because Deep learning does not need "Feature Engineering" as feature 

extraction is embedded in the deep learning algorithms, where features are extracted in a fully automated manner and 

without any intervention of a human expert. Deep learning can fix complex issues and process several layers in order to 

perform features extraction operations from raw data. Additionally, it also reveals the hierarchical representations 

required through different tasks. Deep learning has obtained a remarkable improvement in different Artificial 

Intelligence subjects, The most famous  of  these subjects were speech recognition and image recognition and lately, It 

has been extensively used in natural language processing tasks like sentiment analysis [5]. In this research, we aim to 

combine  two major deep learning models (CNN, LSTM) for setting sentiment analysis methodology on customers’ 

reviews in Arabic text. We investigate the models utilized in [44]. We have taken the same suggested approach in [44], 

in addition to the following: 

 

• Due to the complexity of the Arabic language, some steps of data preparation are conducted as the models in 

[44] are implemented for English data. 

• Different hyper-parameters are utilized for getting high accuracy, also some training steps are obviously 

discussed. 

• Three traditional machine learning techniques based on N-gram method for feature extraction are utilized and 

compared results with deep learning models. Results indicated that combined  CNN-LSTM achieves 

impressive accuracy than all used models. 

 

The rest of this research is organized as follows,    Section 2 describes the related works, while in  Section 3&4 

deep learning and machine learning models used in our suggested system are discussed. Section 5 shows the steps of 

training. Section 6 shows the experimental results and discussion. Finally, conclusion and plan of  futute work are 

offered in Section 7. 

2.  Related Work 

Sentiment Analysis attracted many people to set researches about it. That was mainly because of the gradual 

increasing of Social Networks’ data of people sharing their ideas thoughts, point of view, comments and daily life [41]. 

Walaa Medhat et al. [10] detailed explained various applications of sentiment analysis, several algorithms and 

techniques of SA and their originating references were clarified and categorized. 

Yang et al. [12] introduced the most popular methods of sentiment analysis that are used from the perspective of 

machine learning technologies, including Artificial Neural Network (ANN) method, NB technique, Support Vector 

Machine (SVM) technique, Maximum Entropy method and performance assessment and obstacles. Pang et al. [8] were 

considered the first to extract sentiment from movie reviews by applying machine learning, For getting features, a bag 

of words and unigram are employed when several classifications algorithms are carried out. according to the applied 

classifiers, a various ratio of accuracy is obtained, for example, SVM achieved  82.9% of accuracy, while accuracy was 

78.7% by utilizing NB classifier. El-Beltagy et al. [39] inspected an ML-based sentiment analysis model combining 

several features, most of them were extracted utilizing an Arabic sentiment lexicon. Various steps were kept into 

consideration; text’s length, the number of segments and emoticons. Accuracy increasing was highly-noticed along with 

six of seven datasets. This system was applied to Saudi, Egyptian, Levantine, and MSA social media datasets. They 

used these datasets to implement a new model that excels all current models for Arabic sentiment analysis. 

One of the machine learning models derived from human brain is neural network, which is several neurons 

forming a wide network. Bengio et al. in 2003 utilized their proposed approach for language modeling purposes, which 

relying on neural network and achieved outstanding performance than  the state-of-the-art  n-grams model [27]. One of 

the major merits of neural networks is their elasticity during its design, it has many layers, each layer may have 

different numbers of the nodes. The network can learn more complicated models, the more layers it has. When there are 

several hidden layers, it is known as Deep Learning. However, simple feed forward neural network still cannot capture 

any advantage by gathering more layers as  its training process is helpless [28]. Bengio et al. offered in 2007 an 

unsupervised pre-training process holding the name of auto-encoders, as it explains a process of encoding large features 

to smaller features. It was easily proved that the model without pre-training weights has less performance than the 

model with unsupervised pre-training weights [29]. 

Recurrent neural network (RNN) is one of the basic models of deep learning, Mikolov et al. tried in 2010 to use 

RNN technique on speech recognition  [30]. They prove that RNN excels n-gram method. RNN has many qualities in 

language modeling by utilizing the prior state to calculate its present state that shows the exact context in almost a lot of 

natural languages. Still, simple RNN faced some difficulties in the cases of delivering the information through a long 
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sequence. In 1977, it was suggested to solve this problem by using LSTM; which is an RNN with an additional memory 

[31]. Wang et al. in 2015 introduced LSTM with Trainable Lookup-Table (LSTM-TLT). They used a substitution of 

stable look-up table by trainable lookup-table. The substituted look-up table also pre-trained by word2vec (Mikolov et 

al., 2013 [32]). LSTM-TLT reveals excellent performance compared to the latest technology in Twitter sentiment 

analysis. 

Convolution Neural Network (CNN) is another kind of deep learning technique that was proposed by LeCun et al. 

in 1998 for the purpose of identifying documents categorization [34]. CNN is formed by different layers to execute 

various functions. The major one is called convolution layer. It is utilized to extract features from group of neighbor 

inputs. In 2012 the utilizing of CNN in the issues relating to images recognition became popular and achieved better 

performance than other methods [33]. CNN models for NLP showed outstanding effects in sentence modeling [36], 

semantic parsing [35],  search query retrieval [37], and other NLP issues [38]. Lately, the DNN-based model has 

offered perfect scores for many tasks in NLP [42, 43]. Although these models conducted in a good way, they are still 

late at testing and training, that ought to prevent these models from using a massive amount of data, needing stacking a 

lot of convolutional layers for capturing long-term dependencies. 

Joint CNN-LSTM is introduced in [44] to implement english sentiment analysis on Twitter data and compare their 

accuracy against common LSTM and CNN deep learning models. 

There are a few interesting research papers about Arabic sentiment analysis. In 2015, Al Sallab et al. suggested a 

deep learning approach for Arabic text classification and utilized different structures inspired by DNN, DBN and Deep 

Auto-Encoders [46]. In 2017, Alomari et al. proposed various supervised machine learning for Arabic sentiment 

analysis using different features and preprocessing strategies [11]. In 2018, Abdelhade el al. investigated deep learning 

models and traditional machine learning models for Arabic tweets [5]. 

3.  Deep Learning Models 

3.1.  Long Short Term Memory 

LSTM is defined as an RNN with an additional cell of internal memory. It allows searching for both long and short 

patterns in data as well as the issue of vanishing gradient is discarded by training RNN [15]. The main feature from 

using LSTM is to "remember" prior values for any amount of time. The architecture of LSTM is portrayed in Fig.1, a 

common LSTM unit is composed of cells, each cell includes the following components, an input gate, a forget gate and 

an output gate. The flow of information is controlled by each gate mentioned above. In the Initially stage, the 

information which ought to be ignored from the cell state is detected by the forget gates. The second stage, the new 

information which  is being kept within the cell state is defined by input gates. The third stage, old cell state is updated 

by utilizing the prior input gates and forget gates  information to compute the new value of the cell state. Ultimately, 

output value is specified by the output gates, which depend on the state of the cell [14,16]. The gates are computed as: 

 

𝐺𝑖
𝑡= σ (𝑤𝑖  𝑥

𝑡 +  𝑈𝑖ℎ
𝑡−1 + 𝑏𝑖)                                                                    (1) 

 

𝐺𝑓
𝑡= σ (𝑤𝑓 𝑥𝑡  +  𝑈𝑓ℎ𝑡−1 + 𝑏𝑓)                                                                   (2) 

 

𝐺𝑜
𝑡= σ ( 𝑤𝑜  𝑥

𝑡 +  𝑈𝑜ℎ𝑡−1 + 𝑏𝑜)                                                                  (3) 

 

Where the weight matrix of each gate is represented by both U and W while bias is described by b. As the 

following Subscript i, f, and o refer to the variables for the three gates, input, forget, and output. Sigmoid function is 

represented by σ. 𝐺𝑡  refers to the gate at time t, the input at time t is specified by 𝑥𝑡 , whereas hidden activation is 

referred by ℎ𝑡−1 at time t-1. The cell state C at time t can be computed as follows: 

 

𝐶𝑡  = 𝐺𝑓
𝑡 × 𝐶𝑡−1 + 𝐺𝑖

𝑡× tanh( 𝑊𝐶  𝑥𝑡 + 𝑈𝐶  ℎ𝑡−1 + 𝑏𝐶)                                                  (4) 

 

The variable for cell state is represented by C. tanh is hyperbolic tangent function. From (4), it could be observed 

that 𝐶𝑡 is an output of including the prior cell state 𝐶𝑡−1 with the present input 𝑥𝑡  by a proportion of gate value. We can 

compute the hidden activation ℎ𝑡  as follows: 

 

ℎ𝑡 = 𝐺𝑜
𝑡 × tanh( 𝐶𝑡)                                                                            (5) 

 

ℎ𝑡  will also illustrate the network output after completing the last input of the sequence, as depicted in Fig.2. LSTM 

can be enlarged via time. At each time step, the word vector sequence is utilized. The output and cell state of prior LSTM 

are employed in present LSTM. Eventually, the extracted output from the last cell is inserted into a totally connected 

layer with softmax classification. Backpropagation is utilized for training this network. 
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Fig.1. LSTM cell [15]. 

 

Fig.2. LSTM with a totally connected layer [15]. 

3.2.  Convolutional neural network 

CNNs are popularly used in computer vision, but CNNs also have recently been emerged into several NLP tasks, 

The CNN design which is utilized to texts categorization according to their sentiment is demonstrated in Fig.3. We can 

notice that input documents can be displayed in a matrix form, every row of this matrix matches to only one token. 

Commonly, a token may be treated as a word. Thereafter a token can be represented by a vector in every row. taking into 

account a document containing the maximum number of N tokens (Padding methodology is applied for documents less 

than N tokens) and each token is clarified with a d dimension vector, the document will be clarified using a matrix A ∈
 ℝ N×D . Subsequently, a convolution process could be executed on a window of h tokens through linear filters. As a 

result of padding, all documents matrix rows are equal in length and every row represent a token, it is conceivable to 

utilize filters in which their widths are similar to the dimensionality of the word vectors [9, 21, 22]. 

 

 

Fig.3. CNN architecture for document classification [9]. 

Thence, it is necessary to utilize filter w ∈ ℝh×d in order to execute the convolution process on h words. Permit A 

[i:j]  is a window of tokens from token i to token j of the document matrix A [9, 21, 22]. By relying on a token window of 

size h, it is possible to compute a feature ci as follows: 

 

𝑐𝑖  = 𝑓(w ∙ A [i:j + h - 1] + b)                                                                     (6) 

 

Where i = 1 ... N - h + 1, w ∈ ℝh×d  indicates the filter weight matrix, f refers to the activation function and ∙ refers 
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to the dot product, b ∈ R  indicates the bias term. A feature map is formed after applying filter w to each possible word 

window and putting computed features together in a vector as follows: 

 

𝐶 = [ 𝑐1 , 𝑐2 , … . , 𝑐𝑁−ℎ+1]                                                                        (7) 

 

Where 𝐶 ∈ ℝN−h+1. The size of the documents and the filter applied to it determine the feature map’s size. We are 

in a dire need for pooling process to get a fixed length vector. And in this system, a max pool is being applied to obtain 

the biggest value from each feature map that conforms to the specific filter applied. Moreover, many filters with different 

sizes can be used and applied here and in this case, one feature value is going to be estimated for each filter. So we can 

adhere to this pattern as a solution for the documents with variable length, as each document has a set number of features 

values commensurate with the number of filters used in convolution step. Then we come to the next step in which the 

feature values will be moved to fully connected softmax layer whose results are a probability distribution over labels 

[9,21, 22]. For regularization, the penultimate layer dropout is being used as an efficient manner in which proportion p of 

the hidden units is set to be zero in training. 

3.3.  CNN-LSTM Model 

The structure of CNN-LSTM model is depicted in Fig. 4, so the combination comprises of a beginning convolution 

layer which is able to get word embeddings as an input of CNN model in which windows of various length and different 

weight matrices are used to create a number of feature maps. Its output will then be pooled to a smaller dimension which 

is then fed into an LSTM layer. The main objective behind this gathering model (CNN-LSTM) is that local features will 

be extracted with the aid of convolution layer after which LSTM layer has the capability of using the ordering of said 

features to learn about the input's text ordering [44]. 

 

 

Fig.4. CNN-LSTM Model [44]. 

4.  Machine Learning Models 

4.1.  Naïve Bayes 

Naïve Bayes is considered one of the algorithms which has simplicity, it is generally utilized in text classification 

with TF-IDF features, among other applications. The main idea that NB relies on Bayes’ theorem, where each pair of 

features is supposed to be classified separately and independently from each other [10]. For instance, there might be a 

plausibility that the fruit is an apple in case of, it is circular, yellow, and almost 3 inches in diameter. Notwithstanding 

these features may rely on one another, these characteristics may share  in that this fruit is orange and hence the 

reputation " Naïve" [25]. The theory of Bayes is the basis on which The algorithm  was implemented, which is 

described as follows: 

 

P(A/B) =[P(B/A) P(A)]/P(B)                                                                    (8) 

 

4.2.  Decision Tree 

One of the most prevalent techniques for machine learning is decision tree, the attraction of Decision trees return to 

its simplicity of inspecting models and its ability to deal with both categorical and continuous features. The 

implementation of a decision tree classifier  mainly relies on tree structure. Class labels in this archichture  are 

presented by leaves, while branches refer to  the conjunction of features  that result in the aforementioned classes. 

Actually, it executes a recursive binary apportioning of the feature space. Every phase is chosen covetously,  pointing at 

the finest perfect choice particular stage, by a progressive increment in  information gain [5,10].  

4.3.  K-Nearest Neighbor 

K nearest neighbor or (KNN) Algorithm is a simple algorithm; KNN is a non-parametric lazy learning algorithm. It 
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means that it does not make any assumptions on the underlying data distribution. It utilized for classification and 

regression in both processes, the input, comprises of the k training examples in the feature space. The output is a class 

membership. The way it works lies in classifying the neighbors’ votes, through categorizing the object to the most 

popular class between its k nearest neighbors. If k = 1, that means the object holds a strong bond relating to that 

individual nearest neighbor’s class [23]. If we got similar scores of each nearest neighbor text, comparing to the test text, 

we shall use the classes’ weight in the neighbor’s document. The weighted sum in KNN classification could be calculated 

from [5]: 

 

Score (d,s) = ∑ sim (d, dj)δ(dj, s)dj∈knn(d)                                                           (9) 

 

Where knn(d) is the set of k nearest neighbors of document d. If 𝑑𝑗  belongs to sentiment s, d (𝑑𝑗 , 𝑠) equal to 1, or 

otherwise 0. Document d belongs to the sentiment s that has the highest score. 

5.  Proposed Solution 

Fig. 5 illustrates the whole design of the proposed solution, taking into account the aspect discussed earlier. 

5.1.  Sentiment analysis Data stets 

• Hotel Reviews (HTL): 15K Arabic reviews were collected for the hotels from [40]. 13K users have carried 

out those reviews for 8100 Hotels [17]. 

• Book Reviews (LABR): The book reviews were gathered by [20] from a society driven [19], this dataset has 

more than 16448 book reviews in Arabic reviews [18]. 

5.2.  Data Preprocessing 

Data preparation is considered an essential stage during analysis of data and it aims to neglect any needless data, 

which are supposed unnecessary. Preprocessing includes: 

• Eliminating all punctuation mark from the whole   context like (., : “”; ‘). 

• Eliminating Stop Words, which are words’ group that has nothing to do with changing the text’s meaning, like 

prepositions. A list of 179 Arabic stop words is utilized. 

• Eliminating non-Arabic numbers, letters, single     Arabic letters, particular symbols ($, , &, |, _, -, …). 

• Shortening some of the letters that repeated more than   once, in single letters نهياااااااااااااااااار)) to  انهيار. 

 

 

Fig.5. Proposed system architecture. 

5.3.  Word Embedding 

Word representation can be another term to word embedding. The starting point of word embedding could be dated 

back to 1986, known as distributed representation suggested by Hinton. word Embedding has the ability to convert words 

into a real vector of low dimensions and gives us permission to explore and find any similarity of words by using cosine 

method [26]. For instance, the representation for "vehicle" ought to be more likely to "truck," than, say, "Fish". This is the 

concept that word embedding proves. We decided to represent the words in our dataset as 32-dimensional arrays. We 
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employed Keras' Word Embedding methods to build these vectors. 

5.4.  RMSProp Optimizer 

Throughout our conducted experiments, we utilize the RMSprop optimizer. It is considered a very popular optimizer 

for recurrent neural networks’ training and is a version of Resilient Propagation (rprop) for mini-batch learning. The main 

theory that RMSProp mostly depends on, is partitioning a gradient by a running average of its recent magnitude. First we 

compute the running average 𝑟𝑡 given by (10). 

 

𝑟𝑡 = (1 −  𝛾)𝑓′(𝜃𝑡)2 + 𝛾 𝑟𝑡−1                                                               (10) 

 

γ Indicates the decay term and f ′(θt) refers to the derivative of the loss function considering parameters θt at time 

step t. Then the root mean square of the running average is used for splitting the learning rate, the updated rule is 

calculated by the following equation [16]: 

 

𝜃𝑡+1  = 𝜃𝑡 −  
𝛼

√𝑟𝑡+𝜀
𝑓′(𝜃𝑡)                                                                      (11) 

 

Where 𝜶 refers to learning rate and 𝜺 is the fuzz factor. 

6.  Experiment  

The architecture of the models is built by Keras library. Numpy, pandas, csv and re libraries are used for text 

preprocessing as text reading and text tokenization. Keras is high-level neural networks that support Tensorflow and 

Theno as backend. Furthermore, Keras is a deep learning tool that simple to recognize and permit us to utilize GPU to 

accelerate the training and testing process.  

The training and testing set is selected using Sklearn library to split the dataset into training data and testing data 

randomly according to the specific training rate. We compute the results according to the accuracy value which is 

computed as: 

 

Accuracy   = (TP + TN)/(TP+TN+FP+FN) 

 

Where:  

 

• TP (True Positives): the number of positively-labeled test sentences that are precisely categorized as positive.  

• TN (True Negatives): the number of negatively-labeled test sentences that are precisely categorized as 

negative.  

• FP (False Positives): the number of negatively-labeled test sentences that are improperly categorized as 

positive. 

• FN (False Negatives): the number of positively-labeled test sentences that are improperly categorized as 

negative.  

 

We organize two experiments as follow. Experiment 1 is conducted to evaluate the accuracy of three traditional 

machine learning techniques (NB, KNN and Decision tree). Experiment 2 is a comparison between the standard two deep 

learning models (CNN, RNN) against our combine model (CNN-LSTM). 

6.1  Experiment 1: Three traditional machine learning algorithms  

Experiment is implemented using two Arabic datasets as in (V.A), to be prepared for eliminating any needless data 

and each row of datasets was converted into a vector of unigrams, bigram and trigram using (TF-IDF) technique [45, 47]. 

75 % of data is chosen randomly for training sets and the rest is allocated for testing. We perform 5-fold cross-validation 

for getting precise accuracy, this process is repeated until each fold of the 5 folds has been used as the testing set. We get 

the accuracy of the model by calculating the average value of the 5 testing sets. The experiment outcome summary shown 

in Table 1 concluded as follows: 
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Table 1. Average accuracy of N-gram 

Datasets N-gram 
accuracy 

KNN NB Decision tree 

HTL 

unigram 75.1% 71.8% 71.6% 

bigram 75.4% 68.3% 72.7% 

trigram 76.7% 69.8% 71.5% 

LABR 

unigram 52.4% 79.3% 67.4% 

bigram 51.6% 81.1% 67.3% 

trigram 51.4% 80.2% 68.9% 

 

Results show that there is no interrelation between the used classifier and N-gram features representation where the 

best results for (HTL) dataset are achieved by KNN (76.6%) using trigram features while best results for (LABR) dataset 

are obtained by NB (81.1%) using bigram features. 

6.2.  Experiment 2: LSTM, CNN and (CNN-LSTM) Models 

Before passing the datasets to word embedding layer, it is vital to use preprocessing steps getting rid of the less 

useful parts of the text then the sentences are transformed to a sequence of word indices. All sequences have the same 

length. The identical length is the number of the words in the longest sentence in the dataset that equals max words for 

each dataset, so the sentences which their length is less than max length are padded by zeros so through this method, we 

can handle sentences in the same way as dealing with images. 

For all models, we trained each dataset using the parameters presented in Table 2, and we recorded the model's 

accuracy when trying to label the testing set. We attempted to reduce cross entropy loss function between the outcomes 

of the softmax layer and their corresponding labels. 

Table 2. Parameters selected for deep learning models 

Embedding Dimension 32 

Epoch 10 

Batch Size 64 

Filters 64 

Convolution function ReLu 

Kernel Size 3 

Pool Size 2 

Dropout 0.7 

LSTM state dimension 300 

Word Embeddings Not Pre-trained 

 

Fig.6 shows the validation accuracy of the three models for HTL dataset during training in 10 epochs, validation 

accuracy for CNN model start with 69.2% in first epoch and reached to 84.5% at final epoch while validation accuracy 

for LSTM model start with 71.2% in first epoch and reached 87.2% at the end, finally, validation accuracy for combined 

(CNN- LSTM) start with 70.6 and reached the peak with value 89.2%. 

 

 

Fig.6. Validation accuracy for HTL dataset 

Fig. 7 also indicates the validation accuracy of the three models for LABAR dataset during training in 10 epoch, at 
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first epoch CNN model is beginning with 50.9% and score is 86.5% at final epoch while accuracy for LSTM model start 

with 55.3% at first epoch and achieved 89.2% at the end, finally, validation accuracy for combine (CNN- LSTM) start 

with 52.6 and reached the peak with value 92.2%. 

 

 

Fig.7. Validation accuracy for LABAR dataset 

From Fig. 6 and 7, it is obvious that validation accuracy of (CNN-LSTM) model excel CNN accuracy during 10 

epochs, on the other hand, validation accuracy of LSTM model outperformed (CNN-LSTM) accuracy from first epoch 

till epoch 6 then, we notice the results of our combined model achieved better results than LSTM model from epoch 7 till 

10.   

The results in Table 3 show the average accuracy of each network taken after 5 tests. For these tests, we generated 

training sets 75% of data and 25% of data are separated for testing. 

From Table 3, it could be noticed that the accuracy of (CNN-LSTM) is 85.38% for (Dataset HTL) and 86.88% for 

(Dataset LABR) which is a little higher than the single one of CNN which is 80.25%% for (Dataset HTL) and 83.75% for 

(Dataset LABR) or LSTM which is 84.39% and 85.33%, demonstrating that CNN-LSTM model is more valuable than 

CNN and LSTM in sentence classification. These outcomes seem to reveal that our initial intuition was exact and that by 

joining both CNNs and LSTMs, we can take advantage of the capability of CNNs in extracting local patterns and the 

ability of LSTMs to exploit the long term dependencies. 

Table 3. Average accuracy of different deep learning models 

Models  
Avg. Accuracy 

(Dataset HTL) 

Avg. Accuracy 

(Dataset LABR) 

LSTM 84.39% 85.33% 

CNN 80.25% 83.75% 

(CNN-LSTM) 85.38% 86.88% 

 

Through the previous experiments of conventional machine learning and deep learning. The results reveal that all 

models of deep learning were superior to traditional machine learning even we use different feature representation 

(unigram, bigram, and trigram). On the contrary, deep learning models learn by creating a more abstract representation of 

data as the network grows deeper, as a result, the model automatically extracts features and yields higher accuracy 

results. 

7.  Conclusion 

It is noteworthy that we applied various machine and deep learning methods throughout our Study on Arabic 

reviews data for sentiment analysis purposes. In this paper, we suggest an effective sentiment prediction approach using 

joint CNN and RNN architecture. Some preprocessing steps have been performed. The two conducted experiments led to 

many results; both deep learning models CNN, LSTM achieved a significant enhancement in the accuracy compared to 

traditional machine learning techniques (NB), KNN and Decision Tree also; we prove that our (CNN-LSTM) approach 

has excellent performance on two Arabic datasets and achieved competitive classification accuracy while exceeding 

many other different techniques. For upcoming plans; we aim for the following: (1) test different types of RNNs aside 

from LSTMs for our models. For example, using bidirectional LSTMs might yield an even better result, (2) we believe 

that accuracy can be improved by using LSTM as an alternative for pooling layers in order to minimize the loss of 

detailed. 
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