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Abstract— In this paper we consider the inclusion 

properties for upper and lower approximation of union 

and intersection of sets for both pessimistic and 

optimistic mult igranulations. We find that two 

inclusions for pessimistic cases are actually equalities. 

For other six cases we provide examples to show that 

actually the proper inclusions hold true. On the 

approximation of classifications a theorem was proved 

in Tripathy et al to establish sufficient type properties. 

We establish here that actually the result is both 

necessary and sufficient one. Also, we consider types of 

elements in classifications with respect to both types of 

multigranulat ions and establish a general theorem on 

them. 

 

Index Terms— Rough Sets, Pessimistic 

Multigranulation, Optimistic Multigranulat ion, 

Classification, Types of Rough Sets  

 

I. Introduction 

Rough sets introduced by Z.Pawlak [1] have been 

established as an efficient model to capture 

impreciseness in databases. The basic rough set theory 

introduced by Pawlak depends upon equivalence 

relations defined on a universe. But from the granular 

computing point of view it is only single granulat ion. 

According to rough set theory a rough set is represented 

by a pair of crisp sets called its lower and upper 

approximations. The lower approximat ion consists of 

elements of the universe which certainly belong to the 

set with respect to an equivalence relation where as the 

upper approximat ion consists of elements which 

possibly belong to the set. This includes the certain 

elements also. 

Extending the concepts of single granular rough sets, 

two concepts of multigranulations have been introduced 

in the literature, called the optimistic multigranular 

rough sets and the pessimistic multig ranular rough sets. 

Several properties of these mult igranular rough sets 

have been obtained in several papers [2, 3, 4, 5, 6, 7]. 

Recently in [7] some algebraic properties were obtained 

for multigranular rough sets, by the way comparing the 

two types of mult igranular rough sets along with the 

IND rough set obtained through the intersection of a  set 

of equivalence relations and also the union of a set of 

tolerance relations in case of incomplete information 

systems. Also, in [6] some more algebraic properties of 

multigranular rough sets were obtained, including the 

cases when the two types of multig ranulations reduce to 

single granulation. As noted by Pawlak [8] the study of 

approximations of classificat ions [9] would  shed lights 

on complements in case of mult ivalued logic. Tripathy 

et al [10, 11] have unified the four theorems of Busse in 

the sense that they established two theorems of the 

necessary and sufficient type from which several results 

including the theorems of Busse can be derived. Also, 

their results confirm to the prediction of Pawlak.  More 

importantly it is shown here that there are 11 cases as 

far as the types of classifications from which only 5 

were considered by Busse. However the other types of 

classifications reduce either direct ly or indirectly to the 

five cases considered by Busse. Another important 

aspect of these results in [10, 11] is the enumerat ion of 

possible types [8, 12, 13] of elements in a classification, 

which is based upon the types of rough sets introduced 

by Pawlak [8] and carried out further by Tripathy et al 

[10, 11]. 

The above results of approximations of 

classifications from the granular computing point of 

view depend upon single granulation. In  [6] a theorem 

on mult igranular approximat ion of classifications was 

established, which prov ides some sufficient conditions. 

In this paper we show that the result is both necessary 

and sufficient type. There are eight relations between 

the upper and lower multigranular approximations of 

union and intersections of rough sets. Here, we show 

that out of these two are actually  equalit ies and we 
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provide examples to show that proper inclusions hold 

true in the other six cases. Types of rough sets provide 

insight into the topological structures of rough sets and 

also mult igranular rough sets. Here, we carry our 

research in [6] further by establishing a theorem on 

multigranulat ions, which extends a corresponding 

theorem on single granular approximations of 

classifications. 

The organizat ion of the paper is as follows. In section 

2, we provide some notations and definitions to be used 

in the paper. In  section 3 we enumerate some properties 

of multigranulat ions, which are to be used and also 

some results are to be proved basing upon them. In 

section 4, we consider the 8 inclusion properties on 

multigranulat ions resulting from the upper and lower 

multigranulat ions of union and intersections of rough 

sets and show that while 2 of them can be replaced by 

equalities, the other six cannot be done so. In section 6 

we revisit the multigranular approximations of 

classifications and show that a sufficient type result 

established in [6] is actually a necessary and sufficient 

type one, thus modifying the corollaries derived from 

them. We consider the types of classificat ions in section 

7 and show that the results established in [11] are 

extensible to the context of mult igranulations. In 

subsequent sections we present conclusions on the work 

done in this article and provide a list of references of 

documents consulted during the preparation of this 

piece of work. 

 

II. Definitions and Notations 

In this section we provide some definit ions and 

notations to be used throughout this paper. 

 

2.1 Basic Rough set theory  

Let U be a universe of discourse and R be an 

equivalence relation over U. By U/R we denote the 

family of all equivalence classes of R, referred to as 

categories or concepts of R and the equivalence class of 

an element x U  is denoted by
 

R
x

. By a knowledge 

base, we understand a relational system K = (U, P), 

where U is as above and P is a family of equivalence 

relations over U. For any subset
Q ( ) P 

, the 

intersection of all equivalence relat ions in Q is denoted 

by IND(Q) and is called the indiscernibility relation 

over Q. Given any X  U and R  IND (K), we 

associate two subsets,  RRX = x U / [x] X  and 

{ / [ ] }RRX x x X  
, called the R-lower and R-upper 

approximations of X respectively. The R-boundary of X 

is denoted by 
( )BN XR  and is given 

by
 RBN X  = RX - RX

. The elements of RX  are those 

elements of U, which can certainly be classified as 

elements of X, and the elements of RX  are those 

elements of U, which can possibly be classified as 

elements of X, employing knowledge of R. We say that 

X is rough with respect to R if and only if RX RX , 

equivalently
 RBN X 

. X is said to be R-definable if 

and only if RX = RX  or RBN (X) =
. 

 

2.2 Rough Set Approximation Based on Multi-

granulations  

The concept of granular computing was introduced 

by Zadeh.  According to this concept an equivalence 

relation on the universe can be regarded as a granulation, 

and a partition on the universe can be regarded as a 

granulation space. As mentioned earlier, from the 

granular computing point of view, two types of 

Multigranulations have been defined using rough sets.  

The optimistic multigranular rough sets were 

introduced by Qian [2] as follows. We note that in the 

beginning there was only one type of Mult igranulation 

and it was not named as optimistic. After the 

development of a second type of Multigranulation, the 

first one was called optimistic and the second one was 

called as pessimistic. We note that we are considering 

double granulation only. For granulations of higher 

order, the definit ions and properties are similar. The 

notations used for the two types of Multigranulations 

were different in the original papers. But we follow the 

notations used in a recent paper by Tripathy et al [5]. 

That is we use R+S for optimistic Multig ranulation and 
R S  for pessimistic Mult igranulation, where R and S 

are two equivalence relations on U.   

 

Definition 2.2.1: Let K= (U, R) be knowledge base, 

R be a family of equivalence relations, X U  

and ,R S R . We define the optimistic multigranular 

lower approximation and optimistic multigranular upper 

approximation of X with respect to R and S in U as  

SR { x | [x]  or [x] } R S X X X                  (1) 

and 

 X  ~ ( (~ )).R S R S X                                    (2) 

 

Definition 2.2.2: Let K= (U, R) be a knowledge base,  

R be a family of equivalence relat ions, X U  

and ,R S R . We define the pessimistic multigranular 

lower approximation and pessimistic multigranular  

upper approximation of X with respect to R and S in U 

as 
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 { x |  [x]  and [x] } RR S SX X X                (3) 

and  

 X  ~ ( (~ )).R S R S X                                      (4) 

 

2.3 Multigranular Approximations of 

Classifications 

We recall that a classificat ion F = 
{ , , ..., }1 2X X Xn  of 

a universe U is such that  

X X =  for i j and .i j
1

n
X Uk

k
  

  

The approximations (lower and upper) of a 

classification F was defined by Busse as   

{ , , ..., }1 2RF RX RX RXn
                                    (5) 

and  

{ , , ... }1 2RF RX RX RXn
                                      (6) 

R+SF={R+SX ,R+SX ,...,R+SX }1 2 n

and

R+SF={R+SX ,R+SX ,...R+SX }1 2 n







                 (7) 

R*SF={R*SX ,R*SX ,...,R*SX }1 2 n

and

R*SF={R*SX ,R*SX ,...R*SX }1 2 n





                        (8) 

 

III. Properties of Multigranulations 

We present below some properties of 

multigranulat ions which shall be used in this paper to 

establish the results. 

 

3.1 Properties of Optimistic Multigranular 

RoughSets 

The following properties of the optimistic 

multigranular rough sets were established in [2]. 

(R + S)(X) X (R + S)(X) (9)

(R+S)( )= = (R+S)( ),
(10)

(R+S)(U)= U=(R+S)(U)

(R + S)(~ X) =~ (R + S)(X) (11)

(R + S)(X) = RX SX (12)

(R +S)(X) = (S+R)(X),
(14)

(R +S)(X) = (S+R)(X)

(R + S)(X Y) (R + S)X (R + S)Y (15

( )( ) (13)R S X RX SX

  

 












 

)

(R + S)(XUY) (R + S)X U (R + S)Y (16)

(R + S)(XUY) (R + S)XU(R + S)Y (17)

(R + S)(X Y) (R + S)X (R + S)Y (18)






 

 

3.2 Properties of Pessimistic Multigranular Rough 

Sets 

The following properties of the pessimistic 

multigranular rough sets which are parallel to the 

properties in 3.1 were  established in [3].  

(R * S)(X) X (R * S)(X) (19)

(R * S)( ) = = (R * S)( ), (R * S)(U) = U = (R * S)(U) (20)

(R * S)(~ X) =~ (R * S)(X) (21)

  

 

 

(R * S)(X) = RX SX (22)

(R * S)(X) = RXUSX (23)

(R * S)(X) = (S * R)(X), (R * S)(X) = (S * R)(X) (24)

 

(R * S)(X Y) (R * S)X (R * S)Y (25)

(R * S)(X Y) (R * S)X (R * S)Y (26)

(R * S)(X Y) (R * S)X (R * S)Y (27)

(R * S)(X Y) (R * S)X (R * S)Y (28)








 

 

IV. Comparison Results 

The inclusions (25) and (26) have been established in 

[3]. But we establish below that actually these two 

inclusions can be replaced with equalities. 

 

Theorem 4.1: Equality holds true in the inclusions 

(25) and (26). 
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Proof:  

Proof for (25) 

Using (23) and property of upper approximation of 

union of rough sets, we have 

( ) ( ) ( )

( ) ( )

R S X Y R X Y S X Y

RX RY SX SY

RX SX RY SY

R SX R SY

 





  
 

 

Proof for (26) 

Using (22) and property of lower approximation of 

intersection of rough sets, we have 

( ) ( ) ( )

( ) ( )

R S X Y R X Y S X Y

RX RY SX SY

RX SX RY SY

R SX R SY

 





  
 

 

Theorem 4.2 The inclusion relations in (15) - (18) 

and (27) and (28) we cannot replace inclusions by 

equalities. 

Proof: We shall provide examples to illustrate that 

proper inclusions hold in all the above cases. 

Let us take 

1 2 3 4 5 6 7 8{ , , , , , , , },U x x x x x x x x

1 7 2 3 4 5 6 8/ {{ , },{ , , , , },{ }},U R x x x x x x x x

1 2 3 4 5 6 7 8/ {{ , },{ , , },{ , , }},U S x x x x x x x x

4 5 6 7 8{ , , , , }X x x x x x and
2 3 5 6 8{ , , , , }.Y x x x x x

 

Then we have 5 6 8{ , , }.X Y x x x
So, 

8( ) { }.R S X Y x 
 

6 7 8( ) { , , }R S X x x x and 
 

2 3 6 8( ) { , , , }.R S Y x x x x 
 

Hence, 6 8( ) ( ) { , }.R S X R S Y x x  
 So, in (15) 

proper inclusion holds. 

Again, 1 2 3 1 4 7~ { , , } ~ { , , }.X x x x and Y x x x 
 

So,  

1 2

3 4 5 6 7 8

1 7

2 3 4 5 6 8

( ) ~ (~ ) ~ { , }

{ , , , , , },

( ) ~ (~ ) ~ { , }

{ , , , , , }.

R S X R S X x x

x x x x x x

R S Y R S Y x x

x x x x x x

   



   



 

2 3 4 5 6 7 8

1

{ , , , , , , }

~ ( ) { }.

X Y x x x x x x x

and hence X Y x




 

So, 

(~ ( )) .

( ) .

R S X Y

R S X Y U

 

 
 

Hence, in (16) proper inclusion holds. 

Next, 

2 3 4 5 6 7 8

2 3 6 7 8

( ) { , , , , , , }

( ) ( ) { , , , , }.

R S X Y x x x x x x x

and

R S X R S Y x x x x x

 

  

 

So, in (17) proper inclusion holds. 

Next,  

1 2 3 4 7

1 2 3 7

~ ( ) { , , , , }

(~ ( )) { , , , }.

X Y x x x x x

and so R S X Y x x x x



 
 

 

Hence,  

1 2 3 7 4 5 6 8

( ) ~ (~ ( ))

~ { , , , } { , , , }.

R S X Y R S X Y

x x x x x x x x

  

 
 

Also, 3 4 5 6 8( ) ( ) { , , , , }.R S X R S Y x x x x x  
So, in 

(18) proper inclusion holds. 

Now, 

3 4 5 6 8

8

( ) { , , , , },

( ) { } ( )

R S X Y x x x x x

R S X x and R S Y 

 

   
 

So, proper inclusion holds in (27). Finally,  

1

2 3 4 5 6 7 8

(~ ( )) { }.

, ( ) { , , , , , , }.

R S X Y x

Hence R S X Y x x x x x x x

 

 
 

As 

1 2 3~ { , , },X x x x
 (~ ) .R S X    

, ( ) .So R S X U 
 

Similarly,  

1 4 7~ { , , } (~ ) .Y x x x and so R S Y   
 

, ( ) .Hence R S Y U 
 

Hence, 
( ) ( ) ( ).R S X R S Y U R S X Y    

So, 

strict inclusion holds in (28). 

This completes the proof. 
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V. Results on Multigranular Approximation of 

Classifications 

We recall that a classification F = 

{ , , ..., }1 2X X Xn of a universe U is such that 

X X =  for i j and .i j
1

n
X Uk

k
  

  

The approximations (lower and upper) of a 

classification F was defined by Busse as  

{ , , ..., }1 2RF RX RX RXn
                               (29) 

and  

{ , , ... }1 2RF RX RX RXn
                                  (30) 

For any two equivalence relations R and S over U, 

the lower and upper optimistic mult igranular rough 

approximations and pessimistic multigranular 

approximations are defined in a natural manner as  

R+SF={R+SX ,R+SX ,...,R+SX }1 2 n

and

R+SF={R+SX ,R+SX ,...R+SX }1 2 n





                       (31) 

R*SF={R*SX ,R*SX ,...,R*SX }1 2 n

and

R*SF={R*SX ,R*SX ,...R*SX }1 2 n





                          (32) 

Extending the results of Grzymala Busse, two 

theorems on approximations of classifications were 

established by Tripathy et al [11]. Out of these two 

results one was extended fully to the setting of both 

optimistic and pessimistic mult igranulations in [6]. 

However, only one part of the other was established in 

the following form. 

 

Theorem 5.1: For any NnI  , 

(i) 
C

R + S( X ) R + SX U.
I i I

i i
i

  
   

(ii)
C

R *S( X ) R *SX U.
j jj I j I

  
 

 

 

Here we shall show that even the opposite 

implications in (i) and (ii) hold true. Thus the second 

theorem in [6] also holds in its complete form for both 

types of multigranulations. 

 

Proof of the converses of (i) and (ii) above: 

( )
C

j

j I

R S X U


 

 

( )
C

j

j I

x R S X


  

 

~ (~ )
C

j

j I

x R S X


 
    

   

( )j

j I

x R S X


  

 

( ) .j

j I

R S X 


  

 

This proves the converse of (i). 

Again, 

( )j

j I

R S X 


 

 

x U such that 
  

[ ] [ ] .R j S j

j I j I

x X and x X
 

 

 

Thus, 

[ ] [ ] .
C C

R j S j

j I j I

x X and x X 
 

   
       

     So, 

[ ] [ ] .
C C

R j S j

j I j I

x X and x X
 

   
       
     

Hence, 

.
C

C

j

j I

x R S X


 
    

   

.
C

C
C

j

j I

That is x R S X


  
          

So,  

.
C

j

j I

x R S X


 
    

   

, .
C

j

j I

Hence R S X U


 
   

   This proves the converse 

of (ii). 

As a result of the above theorem, the corollaries to 

the above theorems also change and we state these 

corollaries in their complete form. 

 

Corollary 5.1: For each nI N
, 

(i) 
R + S( X ) R + SX U

i ji I
  

  for each
C

j I . 

(ii) 
R *S( X ) R *SX U

i ji I
  

  for each
C

j I . 
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Corollary 5.2: For each 

,ni N

(i) R + SX R + S( X ) U.
i jj i

(ii)R * SX R * S( X ) U.
i jj i





  


  
  

 

Corollary 5.3: If there exists ni N
such that 

(i) 
R + SX

i


if and only  if for each 

nj( i) N ,  R + SX U.
j


 

(ii) 
R *SX

i


if and only if for each  

j( i) N ,n  R *SX U.
j


 

 

Corollary 5.4: For all 
i N ,n

 

(i) 
R + SX R + SX foralli N .ni i

    
 

(ii) 
R *SX R *SX foralli N .ni i

    
 

 

VI. Types of Multigranular Classifications 

Classifications are o f great  interest in the process of 

learning from examples and deriving rules from 

classifications generated by single decisions. The types 

of multigranular approximat ions of rough sets were 

introduced in [4] and their properties were studied. We 

present below the types of rough sets.  

 

Definition 6.1: An optimistic Multi-granulat ion 

Rough Set X can be classified into following four types  

Type-1: If 
R SX and R SX U   

then we 

say that X is roughly R+S-definable. 

Type-2: If 
R SX and R SX U   

then we 

say that X is internally R+S- definable. 

Type-3: If 
R SX and R SX U   

then we 

say that X is externally R+S-definable. 

Type-4: If 
R SX and R SX U   

then we 

say that X is totally R+S-definable. 

 

Definition 6.2: An optimistic Multi-granulat ion 

Rough Set X can be classified into following four types  

Type-1: If R SX and R SX U    then we say 

that X is roughly R S -definable. 

Type-2: If R SX and R SX U    then we say 

that X is internally R S -definable. 

Type-3: If R SX and R SX U    then we say 

that X is externally R S -definable. 

Type-4: If R SX and R SX U    then we say 

that X is totally R S -definable. 

 

6.1 Basic Types of Classifications 

Let R and S be equivalence relations on U and F = 

1 2{ , ,... }nX X X
be a classification of U. We extend 

the five basic types of classifications introduced by 

Busse [1] as follows: 

 

Definition 6.1.1: We say that F is strongly R+S (R*S) 

definable weak in U if and only  if there exists a number 

ni N
such that 

( ) .i iR SX R SX   
 

 

Definition 6.1.2: We say that F is roughly 

R+S(R*S)-definable strong in U (or of Type-1) if and 

only if 
( )i iR SX R SX   

 for each 
.ni N

 

 

Definition 6.1.3: We say that F is internally R+S 

(R*S)- undefinable weak in U if and only if 

( )i iR SX R SX   
for each ni N

and there exists 

nj N
such that 

( ) .j jR SX R SX U  
 

 

Definition 6.1.4: We say that F is externally R+S 

(R*S)-undefinable strong in U (or of Type-2) if and 

only if    

( )i iR SX R SX   
 and 

( )i iR SX R SX U  
for 

each 
.ni N
 

 

Definition 6.1.5:  We say that F is totally R+S 

(R*S)-undefinable in U (or of Type-4) if and only if 

( )i iR SX R SX   
 and 

 
( )i iR SX R SX U  

for each
.ni N
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6.2 Further Types of Multigranular Classifications 

A beautiful analysis of the types of classifications is 

provided in [11] and it has been found there that only 

five o f these have been considered by Busse, where as 

all the other six types either reduce directly or 

transitively to one of these five cases. We see that the 

logic and properties of lower and upper approximations 

used there in remains same for both types of 

multigranulat ions. So, the conclusions remain same in 

case of mult igranulations. Only for completeness we 

state below the other six types of classifications. 

 

Definition 6.2.1: We say that F is internally R+S 

(R*S)-undefinable (weak-1) in U if and only if i  such 

that 
( )i iR SX R SX   

 and 
j

such that 

( ) .j jR SX R SX U  
 

 

Definition 6.2.2: We say that F is internally R+S 

(R*S)-undefinable (weak-2) in U if and only if i  such 

that 
( )i iR SX R SX   

and 

j ( ) .j jR SX R SX U  
 

 

Definition 6.2.3: We say that F is internally R+S 

(R*S)-undefinable (weak-3) in  U if and only if 

i ( )i iR SX R SX   
 and 

j
such that 

( ) .j jR SX R SX U  
 

 

Definition 6.2.4: We say that F is of T-4 with respect 

to R+S (R*S) in  U if and only if 

i ( )i iR SX R SX   
 and 

j ( ) .j jR SX R SX U  
 

 

Definition 6.2.5: We say that F is totally R+S (R*S)-

undefinable (weak-1) in U if and only if i such 

that
( )i iR SX R SX   

 and 
j

such that 

( ) .j jR SX R SX U  
 

 

Definition 6.2.6: We say that F is totally R+S (R*S)-

undefinable (weak-2) in U if and only if 

i ( )i iR SX R SX   
 and 

j
such that 

( ) .j jR SX R SX U  
 

 

 

6.3 General  Result on Types of Classifications With 

Respect to Multigranulations 

The following theorem provides the number of 

possibilit ies from each of the five basic forms of 

classifications with respect to the types of elements in 

them. Since the proof is similar to that of the basic one, 

we avoid it here. 

 

1 2 n . . : Let F ={X ,X ,...X } be a classification of U.Theorem 6 3 1

then for 
n 3,

the number of possibilit ies in terms of 

types of elements 
, 1,2,...iX i n

with respect to both 

the types of mult igranulations (optimistic and 

pessimistic) is 2(n+1). 

 

VII. Conclusions 

The inclusion properties for lower and upper 

multigranular approximations were found to be 

inclusions so far. In this paper, we have shown that out 

of the eight possibilities two  for pessimistic 

multigranulat ion are equalities and provided examples 

to show that in the other six cases the inclusions cannot 

be replaced with equalit ies. A theorem on types of 

classifications which  was only  sufficient type as 

established in [6] could  be proved to be of necessary 

and sufficient type. This leads to modifications to the 

results derived from the theorem. An important theorem 

established in case of single granulation on the number 

of possibilities of classificat ions in terms of types of 

their elements has been extended to the case of 

multigranulat ions. This can now be used in generation 

of multigranular ru les from databases, which  is 

untouched so far. 

 

References 

[1] Pawlak, Z.: Rough Sets, International Journal of 

Information and Computer Science, (1982), 

pp.341-346. 

[2] Qian, Y.H and Liang, J.Y.: Rough set method 

based on Multi-granulat ions, Proceedings of the 5
th

 

IEEE Conference on Cognitive Informat ics, vol.1, 

(2006),pp.297 – 304. 

[3] Qian, Y.H., Liang, J.Y and Dang, C.Y.: Pessimistic 

rough decision, in: Proceedings of RST 2010, 

Zhoushan, China, (2010), pp. 440-449. 

[4] Tripathy, B.K. and Raghavan, R.: On Some 

Topological Properties of Multigranular Rough 

Sets, Journal of Advances in Applied science 

Research, Vol.2, no.3, (2011), pp.536-543. 

[5] Tripathy, B.K. and Nagaraju, M.: On Some 

Topological Properties of Pessimistic 

Multigranular Rough Sets, International Journal of 



 On Some Co mparison Properties of Rough Sets Based on Multigranulations  77 

and Types of Multigranular Approximations of Classifications  

Copyright © 2013 MECS                                                           I.J. Intelligent Systems and Applications, 2013, 06, 70-77 

Intelligent Systems and Applications, Vol.4, No.8, 

(2012), pp.10-17. 

[6] Tripathy, B.K. and Raghavan, R.: Some Algebraic 

properties of Mult igranulations and an Analysis of 

Multigranular Approximations of Classificat ions, 

accepted for publication in the International 

Journal of Informat ion Technology and Computer 

Science (2013). 

[7] Tripathy, B.K. and Nagaraju, M.: A Comparative 

Analysis of Multigranular Approaches and on 

Topological Properties of Incomplete Pessimistic 

Multigranular Rough Fuzzy  Sets, International 

Intelligent Systems and Applications, Vol.11, 

(2012), pp.99-109. 

[8] Pawlak, Z.: Rough Sets, Theoretical Aspects of 

Reasoning about Data, Kluwer Academic 

Publishers, (1991).  

[9] Grzymala Busse, J.: Knowledge acquisition under 

uncertainty- a rough set approach, Journal of 

Intelligent and Robotics systems, 1, (1988), pp. 3 -

1 6. 

[10] Tripathy, B.K.: On Approximat ion of 

classifications, rough equalities and rough 

equivalences, Studies in Computational 

Intelligence, vol.174, Rough Set Theory: A True 

Landmark in  Data Analysis, Springer Verlag, 

(2009), pp.85 - 136. 

[11] Tripathy, B.K., Ojha, J., Mohanty, D. and Prakash 

Kumar, Ch. M.S: On  rough definability and types 

of approximation of classificat ions, vol.35, no.3, 

(2010), pp.197-215. 

[12] Pawlak, Z.: Rough Classifications, International 

Journal of Man Machine Studies, 20, (1983), 

pp.469 – 483. 

[13] Tripathy, B.K. and Mitra, A.: Topological 

properties of rough sets and their applications, 

International Journal of Granular Computing, 

Rough Sets and Intelligent Systems (IJGCRSIS), 

(Switzerland),vol.1, no.4, (2010),pp.355-369 . 

 

Authors’ Profiles  

R. Raghavan is an Assistant 

Professor (Senior) in the School 

of Information Technology and 

Engineering (SITE), VIT 

University, at Vellore, India. He 

is pursuing his M.S., (By 

Research) degree from the same 

school. He is a life member of 

CSI. His current research interest includes Rough Sets 

and Systems, knowledge engineering, Granular 

Computing, Intelligent Systems.  

 

B.K Tripathy is a Sen ior 

Professor in the school of 

computing sciences and 

engineering, VIT University, at  

Vellore, India, has published more 

than 170 technical papers in 

international journals/ proceedings 

of international conferences/ edited 

book chapters of reputed 

publications like Springer and guided 12 students for 

PhD. so far. He is having more than 30 years of 

teaching experience. He is a member of international 

professional associations like IEEE, ACEEE, CSTA, 

ACM, IRSS, CSI, IMS, OITS, OMS, IACSIT, IST and 

is a reviewer of around 35 international journals which 

include World Scientific, Springer, Science Direct 

publications and IEEE. Also, he is in the editorial board 

of at least 12 international journals. His current research 

interest includes Fuzzy sets and systems, Rough sets 

and knowledge engineering, Granular computing, soft 

computing, bag theory, list theory and social network 

analysis.  

 

 

 

How to cite this paper: R. Raghavan, B.K.Tripathy,"On 

Some Comparison Properties of Rough Sets Based on 
Multigranulations and Types of Multigranular 

Approximations of Classifications", International Journal of 

Intelligent Systems and Applications(IJISA), vol.5, no.6, 

pp.70-77, 2013.DOI: 10.5815/ijisa.2013.06.09 


