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Abstract— In the present paper, a new fuzzy inaccuracy 

measure is proposed to measure the inaccuracy of a 

fuzzy set with respect to another fuzzy set. Th is measure 

is a modified version of fuzzy  inaccuracy proposed in 

our earlier work. The measure is demonstrated to satisfy 

some interesting properties, which prepare ground for  

applications in mult i-criteria decision making problems. 

A method to solve mult i-criteria decision making  

problems with the help of new measure is developed. 

Finally, a numerical example is given to illustrate the 

proposed method to solve multi-criteria decision-making  

problem under fuzzy environment. 

 

Index Terms— Fuzzy Sets, Fuzzy Entropy, Fuzzy  

Inaccuracy Measure, Fuzzy Divergence Measure 

 

I. Introduction 

The concept of fuzzy sets proposed by Zadeh [1] in  

1965 has gained wide applications in many areas of 

science and technology e.g. clustering, image processing, 

decision making etc. because of its capability to model 

non-statistical imprecision or vague concepts.  Fuzziness, 

a feature of uncertainty, results from the lack o f sharp 

distinction of being or not being a member of the set. 

The first attempt to quantify the fuzziness was made in  

1968 by Zadeh [2], who introduced a probabilistic  

framework and defined the entropy of a fuzzy event as 

weighted Shannon entropy [3]. In 1972, De Luca and 

Termini [4] fo rmulated axioms with which the fuzzy  

entropy measure should comply and defined a kind of 

entropy of a fuzzy set based on Shannon’s function.  

In 1992, Bhandari and Pal [5] proposed a measure of 

fuzzy divergence between two fuzzy sets corresponding 

to Kullback-Leib ler’s [6 and 7] measure of divergence. 

Afterwards, by using the idea of Lin [8], Shang and 

Jiang [9] introduced a modified version of fuzzy  

divergence measure proposed in [5].  

In 1961, Karridge [10] firstly introduced the idea of 

inaccuracy measure in information theory as a 

generalization of Shannon’s entropy. It is normal for an  

observed (say) distribution to differ from a theoretical 

distribution of a random variable. Kerridge addressed to 

the problem of defin ing an (informat ion theoretic) 

measure of inaccuracy of the distribution to the standard 

distribution under reference. According to Kerridge [10], 

the inaccuracy can be regarded as a measure of quantity 

of missing informat ion. This has been the probabilistic  

approach. For uncertain phenomena, to cover non-

probabilistic cases, Verma and Sharma [11] defined a 

measure of inaccuracy in the setting of fuzzy  sets theory 

and studied its applications in mult i-criteria decision 

making under fuzzy environment. There may be rather 

difficult  or extreme cases in which  our inaccuracy 

measure may  not applied. In the present communication, 

to overcome this problem a new fuzzy inaccuracy 

measure of a fuzzy set with respect to another fuzzy set 

is proposed.  This paper is organized as follows: 

In Section 2 some basic definit ions related to fuzzy  

set theory are presented. In Section 3 we introduce a 

new fuzzy inaccuracy measure of a fuzzy set with  

respect to another fuzzy set. In Section 4 we study some 

properties of the proposed fuzzy inaccuracy measure. A  

weighted fu zzy  inaccuracy measure is also defined. In  

Section 5 a method to solve a mult i-criteria decision 

making problem with the help  of weighted fuzzy  

inaccuracy measure is discussed. Finally, a numerical 

example is presented to illustrate the procedure of 

proposed method to solve multi-criteria decision-making  

and our conclusions are presented in Section 6.  

 

II. Preliminiries 

In this section, we present some basic concepts related 

to fuzzy set theory which will be needed in the fo llowing  

analysis. 

Definition 1. Fuzzy Set  [1]: A fuzzy  set A  defined in  

a fin ite universe of discourse  
n

xxxX ,...,,
21

  is 

mathematically represented as  

  ,, XxxxA
A

                                             (1) 
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where    1,0: Xx
A

   is measure of belongingness 

or degree of membership of an element Xx  in A . 

 
Definition 2. Set Operations on FSs [1]: Let  

 XFS denote the family of all FSs in the universe X , 

and let  XFSBA ,  be two FSs, given by,  

  ,|, XxxxA
A

   

  ,|, XxxxB
B

   

then following set operations are defined on FSs: 

(i)   XxxxA
A

C  1, ; 

(ii)     XxxxxBA
BA

 |,  ; 

(iii)     XxxxxBA
BA

 |,  ; 

where  ,  stand for max. and min. operators, 

respectively. 

De Luca and Termin i [4] defined fuzzy entropy for a 

fuzzy set A  corresponding to Shannon [3] entropy as  

 
   

     














n

i iAiA

iAiA

xx

xx

n
AH

1 1log1

log1




.   (2) 

Corresponding to Kullback-Leib ler’s [6 and 7]  

measure of divergence, Bhandari and Pal [5] proposed a 

fuzzy divergence measure between A  and B given by 

 
 
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1
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log1
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|




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




.    (3) 

Later, Shang and Jiang [9] po inted out that (3) has a 

drawback, i.e., when  
iB

x  approaches 0 or 1, its value 

tends toward infinity. Therefore, they proposed a 

modified version of fuzzy  divergence measure (3), g iven 

as 

 
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
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BAJ
1

2
1

1
log1
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log

|
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

. (4) 

Recently, Verma and Sharma [11] defined a measure 

of inaccuracy of fuzzy set B  with respect to fuzzy  set A , 

corresponding to Karridge [10] inaccuracy measure as  

 
   

     














n

i iBiA

iBiA

xx

xx

n
BAI

1 1log1

log1
;




.     (5) 

It may be noted that (5) has some problems. If  

  0
iA

x and   0
iB

x  or   1
iA

x and   1
iB

x , 

for any
i

x , then  BAI ;  becomes infinite. 

 

For example: Let  4.0,xA  ,  0.0,
1

xB   and 

 1,
1

xC   be three fuzzy sets, then 

  BAI ;  and   CAI ; . 

To overcome above mentioned drawback of fuzzy  

inaccuracy, in the next section, we propose a new fuzzy  

inaccuracy measure of a fuzzy set with respect to 

another fuzzy set. 

 

III. A New Fuzzy Inaccuracy Measure 

We proceed with following formal definition: 

 

Definition 3: Let A  and B  be two fuzzy sets defined 

1n a fin ite universe of discourse  
n

xxxX ,...,,
21

  

having the membership values   nix
iA

,...,2,1,   and 

  nix
iB

,...,2,1,   respectively. 

We define the measure of inaccuracy of fuzzy  set 

B with respect to fuzzy set A , as 
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log1
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

 (6) 

The  BAK ; , is well defined and is independent of the 

values of  
iA

x  and  
iB

x . From both the definitions 

of  BAI ; and  BAK ; , it is easy to see that  BAK ;  

can be described in the terms of  BAI ; as follows 

  






 


2
;;

BA
AIBAK                                               (7) 

It is also interesting to note that when BA  , then (6) 

reduces to (2), the measure of fuzzy entropy given by De 

Luca and Termini in [4]. 

Now, again consider above example with measure (6),  

we get 

 BAK ; =1.0627 and  CAK ; =0.9726. 

The good part is that the new measure shares 

properties with measure (5). 

 

IV. Properties of Fuzzy Inaccuracy Measure 

 BAK ;
 

The measure of fuzzy inaccuracy defined in  (6) has 

the following properties: 
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Theorem 1: For  XFSBA , , 

      AHBAIBAK  ;
2

1
; . 

Proof: Since   0
iA

x and   0
iB

x for any Xx
i
 , 

by the inequality of the arithmet ic and geometric mean, 

we have 

   
   

2

A i B i

A i B i

i

x x
x x

for any x X

 
 






,               (8) 

and  

   
     

2
1 1

2

A i B i

A i B i

i

x x
x x

for any x X

 
 

 
  



,  (9) 

Thus, 

 
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1

2
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log1
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1

;






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
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
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 
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     

  

    AHBAI  ;
2

1
. 

This proves the theorem.  

Theorem 2:   0; BAK  if and only if  

either     0
iBiA

xx   or     1
iBiA

xx   

....,,2,1 ni   

Proof: First let   0; BAK , then 

   
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log1
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  (10) 

 
   

  
   

,0

2

2
log1
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  i . 

The above relation holds only when either 

    0
iBiA

xx   or     1
iBiA

xx   for all i . 

Conversely, let either     0
iBiA

xx   

or     1
iBiA

xx  , this implies  
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or 

  0; BAK . 

This proves the theorem.  

To prove results given in Theorems ahead, we will  

consider separation of X  into two parts
1

X and
2

X , such 

that 
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i1 BA
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.                          (13) 

Theorem 3: For  XFSCBA ,, ,  
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Proof: In the following, we prove only (i), proof of (ii) 
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This proves the theorem.  

Theorem 4: For  XFSCBA ,, ,  

       CAKBAKCBAKCBAK ;;;;   . 

Proof: From definition in (6), we have 
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Adding (15) and (16) we get the result.  

Theorem 5: For  XFSBA , ,  

(i)        BAKAHBAAKBAAK ;;;   ; 

(ii)        ABKBHBABKBABK ;;;   . 

Proof: In the following, we prove only (i), proof of (ii) 

can be formulated analogously. 

(i) Using definition in (6), we first have 
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Next, again from definition in (6), we have 
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Adding (17) and (18) we get the result.      •  

Theorem 6: For  XFSBA , , then 

   

    






 




2
2;;

;;

BA
HABKBAK

BABAKBABAK 

. 

Proof: By using definition in (6), we first have  

 BABAK  ;  

    

    
    

     

    
    





















































































n

i

iBiA

iBiA

iBiA

iBiA

iBiA

iBiA

xx

xx

xx

xx

xx

xx

n 1

2

2

log1

2
log

1













 

 
   

  
   

 
   

  
   




























































 









 






























 









 











2

1

2

2
log1

2
log

2

2
log1

2
log

1

Xx
iAiB

iB

iAiB

iB

Xx
iBiA

iA

iBiA

iA

i

i

xx
x

xx
x

xx
x

xx
x

n













. (19) 

Next, again from definition in (6), we have 
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Finally, adding (19) and (20) we get the result.  

Theorem 7: For  XFSCBA ,, ,  

       CAKBAKCBAKCBAK ;;;;   . 
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


 









 


n

i

iCiBiA

iA

iCiBiA

iA

xxx
x

xxx
x

n 1

2

2
log1

2
log

1







 

 
   

  
   

 
   

  
   




























































 









 






























 









 











2

1

2

2
log1

2
log

2

2
log1

2
log

1

Xx
iCiA

iA

iCiA

iA

Xx
iBiA

iA

iBiA

iA

i

i

xx
x

xx
x

xx
x

xx
x

n













. (23)  

And  

 CBAK ;  

 
      

  
      































 









 


n

i
iCiBiA

iA

iCiBiA

iA

xxx
x

xxx
x

n 1

2

2
log1

2
log

1







 

 
   

  
   

 
   

  
   




























































 









 






























 









 











2

1

2

2
log1

2
log

2

2
log1

2
log

1

Xx
iBiA

iA

iBiA

iA

Xx
iCiA

iA

iCiA

iA

i

i

xx
x

xx
x

xx
x

xx
x

n













. (24) 

Adding (23) and (24) we obtain, 

       CAKBAKCBAKCBAK ;;;;   . 

This proves the theorem.  

Corollary : Let  XFSCBA ,, , then 

   
   

   .;;

;;

;;

CAKBAK

CBAKCBAK

CBAKCBAK











     (25) 
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Proof: It obvious follows from Theorems 4 and 7.   

• Theorem 8: For two fuzzy sets  A and B, 

   BAKAH ; ,                                                     (26) 

with equality if and only if BA  , i.e ., 

   
iBiA

xx    Xx
i
 . 

Proof: Let us consider the following expression 

   AHBAK ; .                                                     (27) 

After putting the value of  BAK ;  and  AH  in  (27), 

we get  

 
 

   

  
  

   



































 











 


n

i

iBiA

iA

iA

iBiA

iA

iA

xx

x
x

xx

x
x

n 1

2

2

1
log1

2

log

1











 

 BAJ | . 

From [8], we know that   0| BAJ  with equality if  

and only if BA  , i.e.,    
iBiA

xx    Xx
i
 . 

Hence  

    0;  AHBAK , 

with equality if and only if BA  , i.e ., 

   
iBiA

xx    Xx
i
 . 

This proves the theorem. •  

Considering that the elements in the universe of 

discourse  
n

xxxX ,...,,
21

  may have different 

importance, we define the weighted fuzzy inaccuracy 

measure of fuzzy set B with respect to fuzzy set A , as 

Definition 4: Given two fuzzy sets A  and B defined 

in a fin ite universe of discourse  
n

xxxX ,...,,
21

  with 

membership values  
iA

x and   nix
iB

,...,2,1,  , with  

weight vector  T
n

wwww ...,,,
21

 of the 

elements nix
i

,...,2,1,   , such that 0
i

w  and 1
1




n

i

i
w , 

the weighted fuzzy inaccuracy of fuzzy set B with 

respect to fuzzy set A , is defined as 

 wBAK ,;   

 
   

  
   





























 









 


n

i
iBiA

iA

iBiA

iA

i

xx
x

xx
x

w
1

2

2
log1

2
log







.  (28) 

Note: If 









nnn
w

1
,,

1
,

1
 , then formula (28) is  

reduced to formula (6). 

 

V. Application to Multi-criteria Decision Making 

In many real-life cases, decision makers usually  

cannot choose but provide their preferences in the form 

of fuzzy informat ion as a result of vague knowledge 

about the preference of alternatives. Therefore, a lot of 

fuzzy mult icriteria decision making approaches have 

been developed and applied to diverse fields, such as 

engineering, management, economics, and so on. In this 

section, we present a method to solve mult i-criteria 

decision making problems  with the help of weighted 

fuzzy inaccuracy measure proposed by us. 

Let  
m

MMMM ...,,,
21

 be a set of options, 

 
n

CCCC ...,,,
21

 be a set of criteria with weight  

vector  T
n

wwww ...,,,
21

 , where  njw
j

...,,2,1,0   

and 1
1




n

j

i
w . The characteristics of the option 

i
M  in  

terms of criteria C  are represented by the following FSs: 

  miCCCM
jijji

...,,2,1,|,    

and nj ...,,2,1 , 

where
ij

  indicates the degree that the 

option
i

M satisfies the criterion
j

C . 

Using the measure defined by (28), we introduce the 

following approach to solve the above mult i-criteria 

fuzzy decision making problem: 

Step 1: Find out the positive-ideal solution M  and 

negative-ideal solution M : 

 ,...,,,
21 

 
n

M   

 ,...,,,
21 

 
n

M   

where, for each nj ...,,2,1 , 

















ij
i

j

ij
i

j





min

max
.                                                (29) 

Step 2: Calculate  wMMK
i
,;  and  wMMK

i
,;  

given respectively by the following:  

 wMMK
i
,;  

 

 






































 









 


n

j
ijj

j

ijj

ij

j

x

w
1

2

2
log1

2
log







,  (30)  
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And 

 wMMK
i

,;   

 

 






































 









 


n

j
ijj

j

ijj

ij

j

x

w
1

2

2
log1

2
log







.        (31) 

Step 3: Calcu late the relative weighted fuzzy  

inaccuracy measure  wMK
i
,  of option 

i
M  with respect 

to M  and M , where 

 
 

   

; ,
,

; , ; ,

1,2,...,

i

i

i i

K M M w
K M w

K M M w K M M w

i m



 






,   (32) 

Step 4: Select the option 
k

M  with s mallest  wMK
k
, .  

 

VI. A Numerical Example 

In order to demonstrate the applicability of the 

proposed method to multi-criteria decision making, we 

consider below an investment company decision-making  

problem. 

Example: Suppose that an investment company wants 

to invest a certain amount of money in the best option 

out of five options: A car company
1

M , a food  

company
2

M , a computer company
3

M , an arms  

company 
4

M  and a TV company
5

M . The investment  

company needs to take a decision according to the 

following four criteria: (1) 
1

G  is the risk analysis (2) 
2

G  

is the growth analysis (3) 
3

G is the social-polit ical  

impact analysis (4) 
4

G is the environmental impact  

analysis. Let  Tw 30.0,32.0,18.0,20.0  be the criteria 

weight vector. The five possible options 

 miM
i

...,,2,1  are to be evaluated by the decision 

maker under the above four criteria in  the fo llowing  

form: 

 2.0,,3.0,,6.0,,5.0,
43211

GGGGM  , 

 4.0,,7.0,,7.0,,7.0,
43212

GGGGM  , 

 6.0,,5.0,,5.0,,6.0,
43213

GGGGM  , 

 2.0,,3.0,,6.0,,8.0,
43214

GGGGM  , 

 5.0,,7.0,,4.0,,6.0,
43215

GGGGM  . 

By step 1, we obtain the positive-ideal solution M  

and the negative ideal solution M : 

 6.0,,7.0,,7.0,,8.0,
4321

GGGGM 
, 

 2.0,,3.0,,4.0,,5.0,
4321

_ GGGGM  . 

By step 2, we use formulas (30) and (31) to  

measure  wMMK
i
,;  and  ,,; wMMK

i

 respectively, 

we get the following tables: 

Table 1: Values of  wMMK
i
,;  

 wMMK ,;
1


 0.8662 

 wMMK ,;
2


 0.7457 

 wMMK ,;
3


 0.7685 

 wMMK ,;
4


 0.8407 

 wMMK ,;
5


 0.7642 

 

Table 2: Values of  wMMK
i
,;  

 wMMK ,;
1


 0.7557 

 wMMK ,;
2


 0.7547 

 wMMK ,;
3


 0.7569 

 wMMK ,;
4


 0.7535 

 wMMK ,;
5


 0.7620 

 

By step 3, we obtain the relative weighted fuzzy  

inaccuracy measure  wMK
i
,  of option 

i
M  with respect 

to M  and M  by using the formula (32). We get the 

following table: 

Table 3: Values of  wMK
i
,  

 wMK ,
1

 0.5341 

 wMK ,
2

 0.4970 

 wMK ,
3

 0.5038 

 wMK ,
4

 0.5273 

 wMK ,
5

 0.5007 

 

Table 3 shows that the ranking order of five options is: 

14352
MMMMM  . 

Thus 
2

M  is the most desirable option. 

 

VII. Conclusions 

In this work we have p roposed a new fuzzy  

inaccuracy measure to measure the inaccuracy of a fuzzy  

set with respect to another fuzzy  set. This measure is a 
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modified version of fuzzy inaccuracy proposed by 

Verma and Sharma [11]. Some properties of the new 

fuzzy inaccuracy measure are investigated in detail. 

Furthermore, based on the weighted fuzzy inaccuracy, 

an approach to deal with multi-criteria decision-making  

problems under fuzzy environments is developed. 

Finally, an example is provided to illustrate the multi-

criteria decision-making process. 
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