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Abstract—Adaptive algorithms of parametric identifica-

tion of discrete systems with lag variables are proposed. 

Adaptive algorithms (AA) in the presence of lag input 

variables are developed. The convergence of the AA and 

the boundedness of the trajectories the adaptive system is 

proved. Convergence domain АА depends on operating 

disturbance. Models with multiplicative parameters 

(MPM) for the decrease of a number estimated parame-

ters are offered. The process for selection of the vector of 

base parameters MPM was developed. The performance 

of adaptive system identification for this case is proved. It 

is shown that parameters of system estimation at the ap-

plication of multiplicative identification must be chosen 

from a condition of minimization of the criterion of the 

prediction error. Transformation of interdependence be-

tween the lagged variables is offered, allowing eliminat-

ing their effect on system work. In the second part of 

work, the method of synthesis АА identification of the 

systems containing lagged output variables is offered. We 

consider a case of linear correlation between an output of 

the system and operating disturbance. For a solution of a 

problem, we suggest fulfilling an estimation of operating 

disturbance. Corresponding procedures are described and 

proved their efficiency. Simulation results are presented 

that confirm the efficiency of the adaptive methods. 

 

Index Terms—Adaptive algorithm, identification, dis-

tributed lag, convergence, model, decision making. 

 

I.  INTRODUCTION 

Lag models are used to a description of work engineer-

ing [1-3] and economic systems [4-7], and also in medi-

cine [8-10]. Accounting lag variables leads to several 

problems that the solution of the problem parametric 

identification complicated. The main of these problems is 

the relationship (correlation, multicollinearity) between 

variables [4-6]. In economic systems, this interaction 

arises between the dependent and independent variables 

and the operating disturbances. Various models of ap-

proximation of parameters at distributed lags (parametric 

schemes) are applied to attenuation of such interferences 

on the identification process. This reduces the number of 

estimated parameters of the object. 

In identification systems widely apply the parametric 

the Коуск scheme [5, 11]. It is based on a change of coef-

ficients of a model on a decreasing geometric progression. 

Fisher model [4, 12] is based on the change of model 

coefficients for a given decreasing arithmetic progression. 

Arithmetical and geometrical models are applied, when 

plant parameters decrease from the first members of a 

progression [13]. Considering it, S. Almon [14] modified 

Fisher model. He has applied the polynomial law of a 

change of factors. In [12] parametric scheme based on the 

use of logarithmic normal distribution. This same concept 

based on the application of exponential distribution law, 

is considered in [15]. In [16] applied the Pascal distribu-

tion, which leads to a simple form for the coefficients. A 

priori define of relationship in the parametric scheme in 

the form of a rational polynomial is considered in [17]. 

Other approaches to define of factors at distributed lags 

are considered in [7]. 

Application of parametric schemes in systems with a 

distributed lag is a dominating direction in an economet-

rics. Usually, various modifications specified above 

schemes for the purpose of decrease of a number of esti-

mated parameters [18] are applied. The main purpose of 

such schemes is the identification of parameters with the 

help a method of least squares or a maximum likelihood 

[4, 18]. In conditions of a priori uncertainty, this ap-

proach to identification is not always effective and re-

quires additional time-consuming research. For a solution 

of the problems inherent parametric schemes, models of 

adaptive or rational expectations [19] apply. Parametric 

schemes the problem of consistent estimation on finite 

samples generates. Considering these difficulties, applica-

tion of adaptive methods is the perspective approach to an 

estimation of parameters. 

The adaptive approach is applied for the synthesis of 

models describing the change of economic indicators. So 

in [20] the expanded Kalman filter is applied. The adap-

tive algorithm of tuning parameters of the filter is recur-

sive procedure of least squares. Note that the authors of 

the concept of "adaptive" can attach different meanings. 

Adaptation [21] can be a choice of structure model on the 

basis of the application search of the set candidates. In 

[22] proposed a heuristic procedure, which is interpreted 

as adaptive. In [23] apply the least squares method for 

tuning parameters of a linear adaptive model with a dis-

tributed lag on the input. The parametric scheme of a 

change of factors of the model is set A priori. It allows to 

minimize the number of adjusted parameters. The struc-

ture of model by results of simulation is chosen. In [24] 

the problem of an estimation parameters system with a 
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linear distributed lag on an independent variable is con-

sidered. It is assumed that the model coefficients decrease 

with increasing lag. The solution of a problem an estima-

tion parameters on the basis of quadratic functional min-

imization is searched. Two-step procedure of identifica-

tion is offered. On the first step, Fletcher-Reeves version 

of the iterative gradient procedure is applied. On the se-

cond step the obtained estimations of parameters are sub-

stituted new on the basis of an application of piecewise 

monotonic approximation. All works on models with 

distributed lag statistical interpretation of input and out-

put variables used. In the majority of works objects with a 

scalar input are considered. 

So we see that identification of the parameters of sys-

tems with distributed lag in most cases on the use of vari-

ous parametric schemes is based. The use of such 

schemes estimates the number of unknown parameters 

reduces. Such approach is not effective at minimization 

of a parametric error (PE) between model and system 

parameters. For minimization PE the various approaches 

based on a transformation of lag variables, apply. In the 

conditions of a priori uncertainty this approach prelimi-

nary simulation for formation of the initial scheme of a 

change of parameters demands. The formed scheme fur-

ther correction and improvement of initial assumptions 

demands. Therefore, the problem of minimization PE 

within this paradigm is not always correct. 

We propose an adaptive approach to the identification 

of parameters system with a vector input and not make 

assumptions about the law of variation of model coeffi-

cients. The obtained result on the application of a func-

tional-multiple approach to the problem of identification 

is based. We do not make assumptions concerning statis-

tical properties of input and lag variables, and also dis-

turbances. We suppose that the restricted disturbance acts 

on a system and vectors of an input and an output system 

are piecewise-restricted functions. First, an autoregressive 

model is considered and given the conditions of conver-

gence of the adaptive algorithms. Further, the case of the 

presence of lag variables on an input variable is examined. 

At this stage, we solve a problem decrease of the influ-

ence of correlations between lag variables on properties 

of adaptive algorithm. We for a problem solution offer 

the special transformation of lag variables. The adaptive 

model with the multiplicative parameters belonging to the 

restricted area is considered. We show how to choose the 

set of base parameters of the model, and give conditions 

for the convergence of the algorithms for this case. In the 

final part of the paper, we consider the case when the 

relationship between the disturbance and the output vari-

able of the system exists. Conditions detection of this 

relationship is adduced. The adaptive observer of disturb-

ance for ensure of convergence of adaptive algorithms is 

introduced into identification system. The problem of 

structural identification of system with lag variables in-

process is not considered. The results obtained in [25, 26], 

are applied for its solution. We give development of the 

results obtained in [27]. 

 

 

II.  PROBLEM STATEMENT 

Consider the system described by the equation 

 
T T

n n n ny A U B X    ,                   (1) 

 

where 
ny R  is an output; k

nU R  is the input vector 

which elements are piecewise-restricted of functions a 

time; [0, ]Nn J N   is a discrete time, ;N    

,( , ) m

n i n nX X u y R   is a vector of distributed lags on 

and 
ny , 

,
,

i n n

T
T T

n u yX X X 
 

; ,k mA R B R   are vectors 

of fixed parameters; 
n R   is external disturbance, 

| |n    for all 
Nn J . 

For (1) we have set of the measured values 

 

 I ,o n n Ny U n J                           (2) 

 

and the map    :o n nU y   
Nn J   describing an ob-

servable informational portrait [7, 19]. 

Problem: estimate set of parameters system (1) on the 

basis of the analysis I ,o o  

Consider at first a case, when a vector 

 

,, , 1 , 2 ,, , ,
i n

T m

i n u i n i n i n mX X u u u R  
     , 

 

where lags are only on an input variable ,i n nu U . 

We suppose that the lag structure on 
,i nu  is defined by 

means of the approach offered in [25]. 

 

III.  ADAPTIVE IDENTIFICATION OF SYSTEM (1) WITH LAG 

ON INPUT 

Consider lag presence in an input variable ,i n nu U . 

We obtain a vector 
,, i ni n uX X , ,

m

i nX R . We will con-

sider various variants of correlation between elements of 

a vector ,

m

i nX R and we will obtain algorithms of iden-

tification parameters model. 

A.  Lack of correlation between lags 

Apply to identification of parameters of system (1) 

model 

 

1 1 ,
ˆ ˆˆ T T

n n n n i ny A U B X   ,                     (3) 

 

where ˆ
ny R  is a output of model; 1 1

ˆ ˆ,k m

n nA R B R    

are vectors of adjusted parameters of model. 

Let ˆ
n n ne y y   is an error of prediction an output of 

the system (1). It satisfies the equation 
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1 1 ,
ˆT T

n n n n i n ne A U B X      ,                (4) 

 

where ˆ
n n nA A A   , ˆ

n n nB B B    are parametric er-

rors. 

Problem: estimate parameters of the system (1) by 

means of the model (3) on the basis of analysis the set Io
, 

minimizing criterion 2

,e n nV e . 

Consider Lyapunov function (LF) 2

,e n nV e . Define 

adaptive algorithm from stability conditions of system (1), 

(4) 

 

, , , 1 0e n e n e nV V V     . 

 

Differentiate 
nV  on 

nA and 
nB . Then 

 

1n n A n nA A e U    ,                       (5) 

 

1 ,n n B n i nB B e X    ,                      (6) 

 

where k k

A R   , m m

B R    are diagonal matrixes with 

, 0ii A  , 
, 0jj B  . Matrixes 

A , 
B  convergence of 

algorithms (5), (6) in the presence of disturbances ensure. 

From (5), (6) we adaptive algorithms of adjustment pa-

rameters of model (3) we obtain 

 

1
ˆ ˆ

n n A n nA A e U  ,                      (7) 

 

1 ,
ˆ ˆ

n n B n i nB B e X  .                    (8) 

 

Let 

 

,
T

T T

n n nH A B      , ,,
T

T T

n n i nK U X    , 
A B    . 

 

Then for 
nH  obtain algorithm 

 

1n n n nH H e K    ,               (9) 

 

where   is a sign of the direct sum of matrixes. 

 

Assumptions. 

 

1. The vector k m

nK R   is extreme nondegenerate, 

restricted and 

 

0 ( ) 1 ( )

T

k m n n k mI K K I    ,              (10) 

 

where 0 1,   are some nonnegative numbers, 

( ) ( )k m k m

k mI R   

   is unity matrix. 

 

2. 
2 2

nK     for 0n  . 

 

The convergence (7), (8) follows from following 

statement [27]. 

 

Theorem 1. Let: 

 

1) disturbance 
n  in (1) is limited for 0n  : 

n  , where 0   is some number; 

2) there are functions 
,e nV , 

2

,n nV H  , where   

is a vector norm; 

3) 
k m k mI I     , where 

min max( ), ( )        are minimum and max-

imum eigenvalues of the matrix  ; 

4) vectors 
nU , 

,i nX  are the piecewise continuous 

functions n , satisfy to assumptions 1, 2. 

 

Then all trajectories of system (1), (3), (5), (6) are re-

stricted and true estimations 

 
2

,
1

nV







, 

2

,e n

e

V
 


 , 

 

If 

 
2 4

0 1    , 0 1e  , 

 

where 2 4

01      , 
2

2 22


  


 
  

 
,   ,  

,T

n nK K      1

T

n nK K      ,     , 

1 2 ,e       , 0  . 

 

Proof. Consider LF 
2

,n nV H  . Considering (9), 

,nV  we write in the form 

 
2 2

, 12 T T

n n n n n n nV e H K e K K        ,            (11) 

 

Let assumptions 1, 2 are fulfilled. As 
k mI   , for 

2 2T

n n ne K K  we obtain 2 2 2 2 2T

n n n ne K K e    . As 
ne  fulfils 

(4) then an augend in the right part (11) write as 

 

1 1 1 12 2 2T T T T

n n n n n n n n n ne H K H K K H H K              . 

 

Then 

 

1 0 , 1 12 2 2T

n n n n ne H K V H           . 

 

Let   , 0   is some number. Then, after sim-

ple transformations we obtain for ,nV  

 

 

22 2

, 0 , 1 1

2 2 2 2

0 , 1 , 1 , 1

2 2

2 2 2 .

n n n n n

n n n

V V H e K

V V V

 

  

   

     

 

  

     

    
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So, 

 

 2 4 2 2 2

, 0 , 1 , 12 2 2 .n n nV V V                

 

We apply the inequality [29] 

 
2 2

2 , 0, 0, 0
2 2

az b
az bz a b z

a


        . 

 

Then 

 

 
2 2 2

2 4 2 2 2

, 0 , 1 2 4

0

2n nV V 

  
     

  
     


. 

 

Let 2 4

0     . Then 

 
2

2 2 2

, , 1 2n nV V 


   




 
     

 
.             (12) 

 

We obtain the condition of convergence algorithms (7), 

(8) from 
, 0nV   

 
2 4

0 1    . 

 

Introduce designations 

 

1    , 
2

2 22


  


 
  

 
. 

 

Then for 
,nV  we have inequalities 

 
2

, , 1n nV V     .                    (13) 

 

Iterating in (13) n  from 1n  to 0, for sufficiently 

large n  for 
,nV  we obtain an estimation 

 
2 2

2

, ,0

0 1

n
n i

n

i

V V 

   
   

 

   


 . 

 

Find an estimation for 
ne . Write down expression for 

2 2

, 1e n n nV e e     

 

 
2

2 2

, 1 1 1 12 .T T

e n n n n n n n nV H K H K e                 (14) 

 

Considering (9), transform an augend in (14) to a form 

 

   
2 2

2 2

1 2 1 2 1 12T T T

n n n n n n n nH K H K e H K z e z          , 

 

where 2

1,T T

n n n n n nz K K z K K    . 

 

As 
2 1 1

T

n n n nH K e     , then 

 

   
2 2

2 2

1 2 1

2 2

1 1 1

2

2

T T

n n n n n n

n n n n n

H K H K e z

e z e z

 



  

  

 

 
.             (15) 

 

Substitute (15) in (14). Then we have 

 

 
2

2 2

, 1 2 1

2 2

1 1 1

2 2

1 1

2

2

2 .

T

e n n n n n

n n n n n

T

n n n n n

V H K e z

e z e z

H K e





  

  

  

 

  

 

  

          (16) 

 

Apply conditions of the theorem 1. We have 
2 ,n nz z    for 0n  , where 0, 0   . Then 

we will transform (16) in a form 

 

   
2

2

, 1 1 2

2 2

1 1 1

1 2

2 2 .

T

e n n n n

T

n n n n n n n

V e H K

e z H K

  

   

  

  

     

  

         (17) 

 

Use the equation (9) and write 
1

T

n n nH K  
 in a form 

 

 1 2 1

T T

n n n n n n n nH K H K e z       .           (18) 

 

Substitute (18) in (17). Let exists such 0   that 

 

 
2

2 2

2 2 12T T

n n n n n n nH K H K e         . 

 

Then we will obtain 

 

 

 

  

2 2

, 1 1 1 1

2

1 1

2 2

1

1 2 2

2 1 2

.

e n n n n n

n n n n

n

V e e z

e z e

e

   

   

  

   

 



      

     

  

 

 

Let 1 2 ,e             . We suppose that 

0 1e  . Then 

 
2

, 1 , 1e n e e nV V        . 

 

We from this inequality obtain 

 
2

, , 1e n e nV V     , 

 

where 1 e   . 

Use the approach stated above. Then 

 
2

,e n

e

V
 


 . 
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So, boundedness of trajectories of system is proved. 

The theorem 1 condition convergence of algorithms (7), 

(8) at execution of the condition (10) gives. Limiting 

properties of the obtained estimations of parameters and 

an error 
ne  from a power of operating disturbance 

n  

depend. If the condition (10) is not fulfilled, to an as-

sessment of works of adaptive system apply the approach 

offered in [28]. Properties of algorithms depend on an 

initial estimate. 

Consider an informational power [3] of disturbances 

n  

 

2

1

1 N

i

iN
 



   .                       (19) 

 

If 
n  is a random noise with a zero average, then   is 

a variance 
n . In this case the theorem 1 known result 

about an asymptotic estimation for parameters of the sys-

tem (1) gives. 

Consider a case when the condition (10) is not fulfilled. 

In this case various a priori premises about the law of a 

change elements vector B  in (1) use. These assumptions 

do not always correspond to the real system parameters. 

We in an adaptive system have parametric disturbances. 

These disturbances must be compensated. Existing ap-

proaches we reviewed in the introduction. Next, we pre-

sent an approach that does not require such assumptions. 

B.  Multiplicative adaptive algorithm 

We describe an approach that allows the number of ad-

justable parameters of the model for the system (1) for 

the case 
,, i ni n uX X  to be reduced. It uses a posteriori 

estimates for the vector 
BH H  introduced in section 

3.A. These estimations are the basis for construction of 

the base model system. Next we for the purpose of ob-

taining of adequate mathematical model modify a base 

model. 

We determine the number m  of lag variables by using 

the method proposed in [25, 26]. Apply the following 

algorithm 
BAH  of formation a vector 

BH . 

Algorithm 
BAH . 

 

1. Apply a method of least squares (LSM) and define 

parameters of secants ny  on , ,j n i nx X , i,n nu U  

 

,, , ,0 , ,1 ,j ny x y j y j j na a x   , 1 j m  , 

 

,, , ,0 , ,1 ,l ny u y l y l l na a u   , 1 l k   

 

and coefficients of determination 
,

2

, j ny xr , 
,

2

, l ny ur . 

2. Generate the variable T

n ns I U , construct model 

 

, ,0 ,1
ˆ ˆ ˆ

s n s s ny a a s  , 

 

and define its parameters by means of LSM. 

3. Introduce a variable 
,

ˆ
n s n ny y    and for it define 

secants 

 

,, , ,0 , ,1j nx j j na a     , 1 j m   

 

and coefficients of determination 
,

2

, j ny xr . 

4. Generate a vector 
BH on the basis of sets  , ,1ja , 

 , ,1y ja ,  , ,1y la . Fulfil selection of coefficients at 

lag variables and 
,i nu , applied the following rule  

 

If 
, ,

2 2

, ,j n j ny x xr r , then , ,1 ,j Ba H   otherwise , ,1y j Ba H . 

Apply this rule to choice of the coefficient at 
,i nu . 

 

5. Construct model ,

T

B n B ny H K  and obtain the 

forecast 
ny . 

6. Compute mean values 
ny , 

,B ny  for 
ny , 

,B ny  and 

informational powers 
y , 

By  (19). 

7. Introduce numbers 0, 0B   . If  

 

   &
BB y y By y       ,            (20) 

 

then suppose B BH H  and consider 
BH  as a 

base vector of the model. End of algorithm. 

8. If (20) it is false, then fulfil correction of elements 

BH . 

 

Consider adaptive multiplicative model 

 

, 1
ˆˆ T

B n n B ny H K  ,                       (21) 

 

where ˆ
n R   is the adjusted parameter of model, ,

ˆ
B ny  is 

a model output. Apply algorithm 
BAH and define a vec-

tor k m

BH R  . 

Designate an error of prediction an output system (1) 

as , ,
ˆ

B n n B ne y y  . Consider LF 
2

, ,Be n B nV e . From stabil-

ity conditions of system (1), (21) obtain algorithm of ad-

justment ˆ
n  

 

1 , 1 ,
ˆ ˆ ˆT

n n B n B n n B n ne H K e           ,         (22) 

 

where 0   is a parameter ensuring convergence (21), 

T

n B nH K  . 

We consider that ˆ 1n  . The algorithm (22) ensures 

criterion minimization 

 
2

, ,
ˆ

B n n BV H H   . 
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Write down expression for a prediction error 
,B ne  

 

, , 1

T

B n B n n ne H K   , 

 

where 
, 1 1

ˆ
B n n BH H H    . 

Conditions of convergence algorithm (22).  

 

Theorem 2. Let: 

 

i) there is a vector 
BH  obtained by means of algorithm 

BAH ; 

ii) there are functions 
,e nV , 

2

,n nV H  , where   is 

a vector norm; 

iii) assumptions 1, 2 are fulfilled; 

iiii) disturbance 
n  in (1) is limited for 0n  : 

n  , where 0   is some number. 

 

Then the algorithm (22) converges at 

 
2 2

,

2 2

,

B n

B n

e

e








  

 

and for 
,nV  the estimation is true 

 

 

2

, 4

0

nV 


 

 

   



,                   (23) 

 

if  

 
4

0    ,  4

0 1      , 

 

  
 

2 4

0

4

0

1 2  





     


  

 



. 

 

Proof. Consider LF 
2

, ,n B nV H  . As 

 

, , 1 ,B n B n n nH H e K     , 

 

then 

 
22 2

, , , 1 ,

22 2 2

, , ,

2

2 2 .

T

n B n B n n B n n

B n B n n B n n

V e H K e K

e e e K

  

  

  

   

   

   
      (24) 

 

As  2 2

, ,2 B n n B ne e      , ,nV  we will transform 

to a form 

 

 2 2 2 2 2

, , ,n B n B nV e e          . 

 

The algorithm (22) will be convergence, if 

 2 2 2 2 2

, , 0B n B ne e        . 

 

We obtain a condition of convergence of algorithm 

from this inequality 

 
2 2

,

2 2

,

B n

B n

e

e








 . 

 

The estimation for   is fair, if 2 2

,B ne  . 

The procedure of obtaining of estimation (23) in the 

proof of the theorem 1 is stated. We will obtain estima-

tion (23). Substitute in (24) equation for 
,B ne . Then we 

have 

 

 

 

 

, , 1 , 1

2 22

, 1

0 , 1 , 1

2
2 2

, 1

2

2 2

.

T T

n B n n n B n n

T

B n n n n

T

n n B n n

T

B n n n

V H K H K

H K K

V H K

H K

 



  



   

  

    

   

 



 



   

 

  

 

 

 

As    
2

2 2

, 1 , 12T

B n n n nH K V       , then 

 

 

 

, 0 , 1 , 1

2 2 2 2

, 1

4

0 , 1

2 2 2

, 1

2 2

2

2

2 2 .

n n n

n

n

n

V V V

V

V

V

    

 

  

  

   

   

   

    

 







   

  

  

 

 

 

We suppose that 
4

0    . Then for ,nV  is ob-

tained 

 

 

  
 

4

, 0 , 1

2 2 4

0

4

0

1 2

n nV V   

  



   

      

  

   

 




            (25) 

 

From (25) obtain an inequality for ,nV  

 

  2

, , 11n nV V       , 

 

when  4

0       , 

 

  
 

2 4

0

4

0

1 2  





     


  

 



. 

 

At n  we obtain estimation (23). 

From theorems 1, 2 follows that the algorithms (7), (8) 

if the condition is true (10) give a true estimates of the 

parameters of the system (1) at 0n  . This conclusion 
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follows from this that adaptive procedures are difference 

equations of the first order of adjustment parameters 

model (4). This statement is true for the model (21) with 

the algorithm (22). 

The adaptive algorithm (22) at an operation 
n  ensures 

execution a condition  ,B n ne    where 0   is 

some specified value. If this condition is not fulfilled, 

transform model (21), for example, to a form 

 

 , 1, 1 2, 1
ˆ ˆˆ ,

T

B n n n B ny H K  
    H , 

 

where   2 ( )k m

BH R  H  is the matrix formed on the 

basis 
BH . 

In this case, multiplicative adaptive algorithm gives 

only the minimization of the prediction error. This ap-

proach can be applied when high accuracy of parametric 

estimation is not needed. 

C.  Case of interdependence between lags 

Consider a case of an existence of interdependence be-

tween lag variables. In this case a method of principal 

components [30] to identification of parameters of system 

applies. The method of principal components is a trans-

formation of input variables for interdependence elimina-

tion between them. It demands the implementation of a 

some of the preliminary stages and is not always applica-

ble in actual practice. 

 

Remark 1. A method of adaptive expectations [19] for 

construction of regressions and autoregressive models 

often apply. It on obtaining of the forecast an input varia-

ble on the basis of the exponential smoothing filter (the 

recursive filter of first order) is grounded. The exponen-

tial smoothing filter is not adaptive filter. 

We apply an approach based on transformation the of 

input lag variables to exclude the interdependence be-

tween them. New variables are a difference between lag 

variables 
, ,i j nx , 

, 1,i j nx 
 

 

, , , , 1,i n i j n i j nz x x   , 

 

where , ,i j nx  is a component of a vector ,i nX . 

 

Remark 2. Some authors [4] this approach to exclude the 

correlation between the lags of the dependent variable are 

applied. Such approach is valid at an estimation of pa-

rameters on the basis of SLM. The model obtained in it a 

case, is not dynamic. It should be considered at a choice 

of adequate methods of identification. 

Choice a component of a vector ,i nX , subject to trans-

formation, depends on properties of a system depends. 

Such a transformation to variables with a large value of 

lag applies. 

The technique of adaptive identification in this case 

does not differ from the approach stated in section 3.A. 

IV.  ADAPTIVE IDENTIFICATION OF SYSTEM WITH LAG ON 

,y nX  

Consider the case of the presence of lagged variables in 

the output variable of the system (1). We the relationship 

between the elements of the vector 
,y nX  are not consid-

ered. We in section 3 have considered existing approach-

es. We will consider a case of presence correlation be-

tween an output of the system (1) and disturbance ˆ
n . 

Let 
,n у nX X ,  , 1, ,

T

у n n n kX y y  . This means 

that the system is described by the autoregressive equa-

tion (1). Let disturbance 
n R   is linked with an output 

ny  a linear dependence. Apply to identification of pa-

rameters of system (1) model 

 

ˆ, 1 1 ,
ˆ ˆˆˆ T T

n n n n y n ny A U B X     ,                (26) 

 

where ˆ
n R   is an estimation of disturbance, ˆ ˆ,n nA B  are 

vectors of adjusted parameters, ˆ , , 1 ,
ˆ ˆ, ,

T

y n n n kX y y  
     

is a vector formed on the basis of an output model 
,

ˆ
ny . 

For system (1) we have informational set Io
. 

Problem: on the basis of the analysis Io
 by means of 

model (26) estimate set of parameters system (1) and 

obtain estimations of disturbance 
n , minimizing criteri-

on ,e nV . 

We show how to determine interdependence between 

ny  and 
n . We modify the procedure, offered in [26]. 

Algorithm AR . 

 

1. Generate a variable T

n ns I U , apply model  

 

, ,0 ,1
ˆ ˆ ˆ

s n s s ny a a s  . 

 

Define parameters of model by means of SLM. 

 

2. Introduce a variable ,
ˆ

n s n ny y   . Apply model 

 

,, , ,0 , ,1 ,i nx i i i na a x     , 1 i m  , 

 

and define its parameters with help SLM and coef-

ficients of determinations 
,

2

, i nxr . 

3. Set level 0x   and from ,i n nx X
for which the 

condition is satisfied 
,

2

, i nx xr  , generate a vector 

nX  (it should coincide with 
nX ). 

4. Construct model ,
ˆ T

n ny A X   for 
n and define an 

error , ,
ˆ

n n ny    . Compute 
2

, nyr


. If 

2

, ,ny yr
  , where , 0y   is a specified value, 

then is a relationship between ny  and n . 
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In the conditions of a priori uncertainty construct the 

observer 
n  for the account of existing interdependence. 

Designate an error of prediction 
ny  by means of model 

(26) as
, ,

ˆ
n n ne y y   . Let 

1 , 1
ˆ ˆ
n n ne    . Write (26) in a 

form 

 

ˆ, 1 1 , 1 , 1
ˆ ˆ ˆˆ T T

n n n n y n n ny A U B X e       ,              (27) 

 

where 
1

ˆ
n 

 is the adjusted parameter. 

This approach is applicable when the error 
,ne  is the 

range of variation preserves. The range of a change 
,ne  

in the adaptation process is not constant. Therefore con-

tain the distorted information about a disturbance. 

We will use variables 
n  or 

,n  as sources about dis-

turbance. We will rewrite (27) as 

 

ˆ, 1 1 , 1
ˆ ˆ ˆˆ T T

n n n n y n n ny A U B X       .             (28) 

 

The equation for a prediction error 
ny  

 

ˆ, 1 1 ,

T T

n n n n y n ne A U B X       ,              (29) 

 

where 
1

ˆ
n n n n     . 

Apply Lyapunov second method with the function 
2

, ,e n nV e
   and obtain adaptive algorithms 

 

1 ,
ˆ ˆ

n n A n nA A e U  ,                     (30) 

 

1 , ,
ˆ ˆ

n n B n y nB B e X  ,                   (31) 

 

1 ,
ˆ ˆ

n n n ne      ,                     (32) 

 

where 
A , 

B ,   are the matrixes ensuring conver-

gence of algorithms. 

From (30) - (32) we obtain the equations for 
nA , 

nB . They are described by the equation (9) with 

,n ne e . For ˆ ˆ
n n     we have the equation 

 

1 ,n n n ne      ,                   (33) 

 

where   is a number ensuring equality 
n n  . 

The equation (33) is true not for all 
n . But now we 

consider that this relation is fulfilled. 

 

Theorem 3. Let conditions of the theorem 1 are satisfied, 

and also n     for 0n  . Then algorithms (30) - 

(33) converge, if 

 
2 2 2 22       , 

where  min ,    . 

 

Proof. Consider LF  
2 2

,n n nV H    . We obtain 

for 
,nV  

 

 , , 1 1

2 2 2 2 2

, ,

2

.

T

n n n n n n

T

n n n n n

V e H K

e K K e

  

  

   

 

     

  
 

 

Apply conditions of the theorem 3 and 
,nV  transform 

to the form 

 
2 2 2 2 2 2 2

, , , ,2n n n nV e e e             . 

 

Algorithms (9), (33) converge, if 

 
2 2 2 22       . 

 

Consider now a case when 
n n   is not fulfilled. 

This situation is standard in many cases. Therefore we 

suppose that 

 

1 1
ˆ

n n n n n n            ,             (34) 

 

where    , 0   is some number. 

  is the uncertainty arising from the absence of in-

formation about the perturbation. In this case properties 

of system identification by means of the theorem 2 can be 

estimated. 

Parameter   in (33) we find from the condition 

 
2

*
,min ne


 


 . 

 

So, methods of adaptive identification of discrete sys-

tems with lag variables are considered. Effect of disturb-

ance on properties of system identification is researched. 

 

V.  RESULTS OF SIMULATION 

A.  Modelling case 

Consider system (1) with  2.5,2.4,2
T

A   and 

 0.8,0.4
T

B  ; 3

nU R , ,i nu ( 1,2)i   is a random vari-

able having a final expectation and a variance; 

1, 1 1, 2,
T

n n nX u u 
    ; n  is the random function having 

zero expectation and a final variance, 0.3n  . 

The input 1,nu  is obtained as a solution of a difference 

equation with the random input having a nonzero expec-

tation and a final variance. 

The results of the adaptive identification system with 
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0n   are presented in Fig. 1. We do not see because of 

the presence of the interdependence between the elements 

of the vector 
nX  of convergence the adaptive algorithms 

(7), (8). But trajectories of system of identification are 

restricted. 

0 10 20 30 40 50 60
2,0

2,1

2,4

2,5

2,6

1,
ˆ
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ˆ

na

,
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i na
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0,2
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0,6

0,8

1,0

,
ˆ

j nb
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ˆ
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2,
ˆ

na

2,5 0,8 0,4 2,4 2

n
 

Fig.1. Tuning of parameters system. 
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n

 

Fig.2. Results of model identification (21). 

On Fig. 2 we showed results of adjustment of multipli-

cative parameter 1
ˆ

n   and adequacy of model (21). The 

approach described in section 3.B is applied to model 

identification. We have defined a vector  ,
T

B B BH A B , 

applied algorithm 
BAH , where  2.48,2.05,1.8

T

BA  , 

 0.83,0.7
T

BB  . In the condition (20) we used follow-

ing magnitudes 691,
By   660,y  2

, 0.98,
By yr   

25y  , 26.1By  , 1.5  , 35B  . Next, apply the 

algorithm (22) with 0.0008  . Explain the character 

of a change 1
ˆ

n   compensating of parametric disturb-

ances because of vector choice 
BH . The maximum error 

of prediction ,ne  on the interval [24, 32] a change 
ny  

does not exceed 2.5 %. 

The approach described to section 3.C was applied to 

the improvement of the quality of parametric identifica-

tion. We instead of 2,nx  the variable 1, 1, 2,n n nz x x   used. 

Results of work of adaptive algorithms (7), (8) shown on 

Fig. 3. Matrixes ,A B   in (7), (8) are equal 

(0.005;0.008;0.008), (0.02;0.008)A Bdiag diag    . 
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Fig.3. Tuning of parameters of model (3). 
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Fig.4. Change 
2

nH . 

Changing norms parametric errors 

 
2 2 2

n n nH A B     

 

show in Fig. 4. 

On Fig. 4 designation 1 is a change 
2

nH as the func-

tion from n , and the designation 2 is a change 
2

nH  as 

the  function from 
ne . 

The offered approach gives true estimations of exam-

ined system. The maximum prediction error for 10n   is 

less than 2%. The correct choice of the components of the 

vector ,i nX  in (3) confirm the values of the coefficients 

of determination between 1,nz  and 1, 1,, :n nu x  
1 1

2

, 0,z ur   

1 1

2

, 0.028z xr  . 

Consider now system (1) with a lag on ny : 

, 1.у n nX y   Let 

 

0.4B b  ,  2;2.6;1.8
T

A  ,  n ny  . 

 

Apply model (28) to system identification with the 
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modified adaptive algorithms (30) - (32) 

 

,

1 2 2 2

1

ˆ ˆ A n n

n n

n n n

e U
A A

U y









 

 
,                   (35) 

 

, 1

1 2 2 2

1

ˆ ˆ B n n

n n

n n n

e y
b b

U y












 

 
,                 (36) 

 

,

1 2 2 2

1

ˆ ˆ n n

n n

n n n

e

U y

  
 






 
 

.                 (37) 

 

Modification does not change property of procedures 

(30) - (32). But it simplifies choice of matrixes  , 
A , 

B . 

Matrixes are equal 

 

30.36 , 0.06, 0.15A BI      . 

0 20 40 60
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ˆ
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na
,

ˆ
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Fig.5. Tuning of parameters of model (28). 

Results of work of algorithms (35) - (37) show in Fig. 

5. On Fig. 6 we have presented an estimation of disturb-

ance 
n  and a change 

2

nA . The error of prediction 

,ne  with 30n   does not exceed 6 %. 

0 10 20 30 40 50 60
-6

-4

-2

0

2

2

nA

2

nA

n

n

 ˆ
n

 ˆ
n

n
 

Fig.6. Estimation of disturbance and norm of parametric misalignment. 

Consider the same system no registering interdepend-

ence between ny  and n . Substitute ˆ , 1
ˆ

у n nX y   in (29) 

on 
, 1у n nX y  . We instead of an autoregressive model 

have regression model. Such approach is dominating in 

the analysis of lag models. Application of the offered 

adaptive algorithms in this case is impossible. 

B.  Synthesis of models economy 

Consider the data on the cores macroeconomic and tax 

parameters of the Russian Federation for          1 . We 

analyze following parameters: 
1u  is gross domestic prod-

uct (milliard. roubles) (GDP), 
2u  is export (milliard. rou-

bles), 
3u  is import (million roubles), 

4u  is employment 

of population (million people), 
5u  is a consumer price 

index (%),
6u  is receipts of the tax to the added cost 

(VAT) (million roubles). 

Output parameters are GDP  1 1y u  and import 

 2 3y u . The choice of model structure describing the 

change of these indicators, described in [26, 31]. 

  

1. Model for prediction GDP. To description of 

change GDP apply adaptive model 

 

1, 1, 1 1, 1 2, 1 2, 3, 1 3, 2, 1 2, 1
ˆ ˆˆ ˆ ˆ ˆ

n n n n n n n n ny b y a u a u b u         .  (38) 

 

We applied the algorithms (7), (8) to adjust the param-

eters of the model (38). Matrixes 
A  and 

B  are equal 

 

(0,00007;0, )00001B diag  , 

 

0,0000( ;21 0,00 )0018A diag  . 

 

The results of the tuning of the model parameters are 

show on Fig. 7. The model has the form 

 

1, 1, 1 2, 3, 2, 10,76 0,02 0,074 0,0ˆ 3ˆ
n n n n ny y u u u     . 
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ˆ
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Fig.7. Tuning of parameters model (38). 

The output of the model (38) and GDP is presented in 

Fig. 8. Maximum value of a relative error of prediction 

for 30n   does not exceed 4 %. The coefficient of de-

termination is 0.99. 
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Fig.8. Estimation of adequacy model. 

2. Model for import prediction. Determine the rela-

tionship between the volume of imports and ex-

ports products to estimate state of economy. Such 

relationship exists and is described by the nonline-

ar adaptive model 

 

1
ˆ

3, 1 2,
ˆ n

n n nu a u
 

 ,                      (39) 

 

where 
1 1
ˆˆ ,n na  

 are adjusted parameters of model. 
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0

20

40

60

80

100

u
2

u
3

 u3

 Linear model

 Exponential model

 Model (39)

u
3

 

Fig.9. Analysis of the quality model (39). 

We do not discuss adaptive algorithms for estimation 

of model parameters. They are modification of proce-

dures (7), (8). Estimations for model parameters are equal: 

1
ˆ 0,319na   , 1

ˆ 1,14n   . The coefficient of determina-

tion is 0,975. The model study (39) displays that import is 

almost a third of export inflows of the country.  

Show the results of model (39) in Fig. 9. We on Fig. 9 

compare the effectiveness of model (39) to linear and 

exponential models. These models have the form 

 
2,0.017

3, 3, 2,9.97 , 0.67 4.65nu

n n nu e u u   . 

 

Coefficients of determinations for linear and exponen-

tial models are 0.96 and 0.92. On linear model import is 

two thirds of export. This result correcting on magnitude 

4.65. We obtain the statement made above about relation-

ship 2u and 3u . 

We are correcting this result, considering a model ab-

solute term. 

 

3. Prediction of volume of arrears on loans. We ana-

lyzed the data of the Central Bank Russia for 2014. 

 

We used the following factors [32] influencing volume 

of arrears on loans legal bodies and individual business-

men
np : 

 

i) the delayed backlog under credits of legal bodies and 

individual businessmen, million roubles (
3u ); 

ii) residual of attracted means of clients not credit or-

ganizations, million roubles (
6u ); 

iii) backlog under credits legal bodies and individual 

businessmen, million roubles (
8u ). 

 

We have obtained regression model PS  

 

3 6 8, 325578,33 13453,06 0,02 05ˆ 0,s n up u u    .  (40) 

 

The coefficient of determination is equal 2 0,97sr  . 

Practical application of the obtained model is limited. 

Static models to predict economic indicators are rarely 

used. Explain it the necessity of development of predic-

tion procedure. The essential shortage of model (40) is 

large value of a standard error (SE). SE for model (40) 

is 20731,93sse  . This explain the fluctuations in the 

output of the model ˆ
np  relative to the index 

np . 

We synthesized model PL  with a lag on 
np  for de-

crease SE 

 

PL : 
, ,

3 6 8

1 120278.02

8693.25 0.01 0.02 .

ˆ ˆ0.67l n l n

u u u

p p  

  
         (41) 

 

The coefficient of determination is 2 0.99lr  , and the 

standard error almost on 70% has decreased: 

14155.78lse  . Show work of the obtained models on 

Fig. 10. 

600000 800000 1000000 1200000
600000

800000

1000000

1200000

np

PL

PS

np

ˆ
np

 

Fig.10. Forecasting properties of models (40), (41). 

We see that the model (40) is not always adequately 
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current value 
np  describes. This is true at large values 

np . Accounting lag (model (41)) improves the accuracy 

of prediction. 

 

VI.  CONCLUSION 

Adaptive algorithms of parametric identification dis-

crete systems with lag variables are offered. The case of 

the presence lag input variables is considered. Adaptive 

algorithms (АА) are designed. Convergence АА and 

boundedness of trajectories adaptive system for this class 

of systems are proved. Convergence domain АА depends 

on operating disturbances. In systems where low de-

mands are made to the quality of work of system a para-

metric estimation, multiplicative adaptive algorithms are 

offered. Procedure of choice of a vector of base parame-

ters of multiplicative model is developed. The working 

capacity of the adaptive system with a multiplicative 

model is proved. The choice of parameters the multiplica-

tive identification of conditions to minimize the predic-

tion error criterion executes. 

The analysis of work adaptive algorithms identification 

systems with a distributed lag on an output variable is 

given in the second part of paper. The case presence of 

linear interdependence between an output of a system and 

operating disturbance is studied. The problem solution is 

based on an estimation of operating disturbance. Corre-

sponding procedures are designed and their working ca-

pacity is proved. We do not consider identification proce-

dure when there is a correlation between lags of an output 

system. In this case, we apply the methods developed in 

the second part of the work. 

Results of simulation which confirm working capacity 

of adaptive methods are presented. Models of prediction 

tax parameters of the Russian Federation are developed. 
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