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Abstract—Recent research have depicted that hidden 

Markov model (HMM) is a persuasive option for 

malware detection. However, some advanced 

metamorphic malware are able to overcome the 

traditional methods based on HMMs. This proposed 

approach provides a two-layer technique to overcome 

these challenges. Malware contain various sequences of 

opcodes some of which are more important and help 

detect the malware and the rest cause interference. The 

important sequences of opcodes are extracted by 

eliminating partial sequences due to the fact that partial 

sequences of opcodes have more similarities to benign 

files. In this method, the sliding window technique is 

used to extract the sequences. In this paper, HMMs are 

trained using the important sequences of opcodes that 

will lead to better results. In comparison to previous 

methods, the results demonstrate that the proposed 

method is more accurate in metamorphic malware 

detection and shows higher speed at classification. 

 

Index Terms—Malware detection, metamorphic malware, 

hidden Markov model. 
 

I.  INTRODUCTION 

Todays, malware is considered a serious threat for 

personal data security and computer systems and creating 

large-scale failures. Considering the growth of malware 

generation and also the various and complex techniques 

being used by malware designers, such as obfuscation in 

which the malware keeps its functionality while changing 

its structure, the significance of malware detection comes 

before that of taking any other serious action [6]. 

Malware is a massive form of malicious software and 

includes Viruses, Worms, Trojans, Adwares, Spywares, 

etc. [4]. There are two major trends for malware detection: 

traditional signature-based methods and behavior-based 

methods. 

A malware’s signature, which is utilized by the 

signature-based method to detect the malware, is 

something like a fingerprint. In other words, it is a unique 

 

 

characteristic and is the sequence of bytes comprising the 

malware, which should be found in the same malware to 

maintain its monopoly. Malware writers sought for ways 

to get around this method. Having considered the 

intention, polymorphic malware were created. They don’t 

have fixed, unchanging, codes and they encrypt their 

code by an algorithm per infection; they decrypt the same 

code during the runtime. The next generation of malware 

did not even have the fixed encoding and decoding 

engine and they generally transform their code per spread, 

so that it is very difficult to recognize them through the 

traditional signature-based methods and this calls for 

creating complicated signatures; sometimes detection is 

impossible. These types of malware are called 

Metamorphic.  

The behavior-based methods are also able to detect 

malware that use obfuscation techniques, analyzing the 

programs’ behavior. Most methods proposed to achieve 

this objective use modeling and data mining to detect 

malware, during which a set of features are extracted 

from the malware files and an effort is made to learn the 

malware’s behavior using machine learning algorithms, 

then a model of destructive behavior is created by which 

malware are separated from benign programs. One of the 

effective ways in this field is to use HMM in 

metamorphic malware detection. The research indicates 

that this method has led to more desirable results [11].  

However, some advanced metamorphic malware are 

able to overcome traditional detection methods based on 

HMMs. The proposed approach provides a two-layer 

technique to overcome these challenges. Thus, 

completely benign files are detected and removed at high 

speed in the first layer, using the threshold approach, and 

the rest of the files are sent to the second layer for more 

accurate identification. 

This paper is organized as follows. Section 2 is an 

overview of the most important previous works based on 

HMM. Section 3 discusses our proposed method in more 

detail. In Section 4, experiment results of our proposed 

method based on HMM are presented. Finally, Section 5 

wraps the whole paper up by giving a conclusion. 
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II.  RELATED WORK 

In this section, HMM-based malware detection works 

are reviewed. HMM was introduced in the late 1960s and 

now it is expanding the range of its applications rapidly. 

HMMs can have various applications in the field of 

modeling and learning and they are most well-known for 

pattern recognition, such as recognizing voice and 

handwriting, recognizing points and movement, labeling 

speech and Bioinformatics [7].  

Several HMMs are being trained based on phonemes in 

speech recognition as a solution and the input signal 

similarity is computed by the trained models. In this 

solution, the input signal is divided into fixed-sized, 

overlapping, frames and each frame is analyzed by 

HMMs and is classified as a phoneme [8]. The solution 

can be applied, with little change, to detect metamorphic 

malware.  

It is challenging to classify malware automatically. 

Annachhatre et al used HMM and cluster analysis to 

solve the problem. They evaluated the HMMs according 

to a scoring technique and they clustered by K-mean 

algorithm and achieved acceptable results [2].  

The creators of metamorphic viruses endeavor to 

frustrate methods based on HMM, using dead benign 

codes. Vinod et al presented a new approach to detect 

unseen malware and benign samples, using the 

discriminating linear analysis to rank and produce the 

most prominent features of opcode which can improve 

detection rate compared to general scanners [5].  

Wong et al utilized the threshold approach to 

distinguish malware, using HMM successfully. They 

demonstrated that the approach presents a practical 

solution for some metamorphic viruses which cannot be 

detected by the signature-based method. In this method, 

the opcode sequence is considered unique in the 

destructive software and is learned by the HMM. Then 

the probability of observing the opcode sequences in 

every new file is examined and determined based on its 

similarity with the sequences learned from this model. It 

is classified as virus if the probability is more than the 

determined threshold, otherwise it is classified as benign 

[12]. The most important benefit of this method is that the 

analysis is performed at a high speed, as it uses just a 

single HMM. However, some of the metamorphic 

malware such as MWOR are able to escape this detection 

approach.  

Kalbhor et al used the dual HMM as a tool to detect 

metamorphic viruses and they could detect them with a 

high precision. However, the approach causes much 

overload and the identification time is about twice the 

threshold approach, as it creates a separated model for 

each virus family and each family of benign files rather 

than using only one HMM. Then, for each file it 

computes the probability of observing opcode sequences 

based on each model separately and matches the file to 

the family that the model corresponding to it has the 

highest probability [11].     

 

 

III.  PROPOSED METHOD  

In recent years, different approaches have been 

developed using some parts of executable files to detect 

malware. Although every part of an executable contains 

important information about the file, all of the 

information does not facilitate the detection of destructive 

behavior. The sequences of opcodes extracted from an 

executable file explain the file's behavior and can be 

shown as a set of simpler tasks through a few opcodes [3]. 

Every unique sequence of opcodes makes up part of an 

executable file that lead to a specific behavior which, in 

some cases, could be similar to the resulting behavior of 

another unique sequence. 

A malware program includes various sequences of 

opcodes, some of which facilitate detection and the rest 

just interfere with and hinder detection. As a result, if 

commands could be separated from each other and the 

HMM be trained based on the important commands, it 

would lead to better results. However, the problem is that 

we are not aware of the locations of important sequences 

of opcodes in the malware file. 

The proposed method uses less important sequences of 

opcodes in malware to extract the important sequences. It 

can be done based on the fact that less important 

sequences of opcodes are the ones which have more 

similarity to benign files. 

Therefore, we break down malware into overlapping 

parts equal in size and call each new part a frame. In fact, 

each frame unique sequences of opcodes. Afterwards, 

each frame is fed to the HMM, which is trained based on 

benign files, as input in order for the HMM to score the 

extent of similarity. In other words, the similarity of each 

frame to benign files is evaluated and we get rid of the 

frames which show higher similarity because of the fact 

that such frames bear less significance in the process of 

malware detection. Thus, the remaining frames are those 

containing sequences with higher significance. 

Consequently, by training an HMM based on these more 

important sequences, we would be able to detect malware 

faster and more accurately. 

As mentioned previously, HMM is a statistical model 

that using statistical features of signals calculates the 

similarity. In this proposed method, the signal comprises 

of the sequences of malware opcodes based on which the 

model is trained. 

The presented method requires explaining three fixed 

coefficients: the size of the frames, the importance 

threshold and the classification threshold. The frame size 

is the opcode sequence length extracted from the 

destructive software. Thus, if the frame size is considered 

three, each extracted frame includes only three opcodes. 

In this method, we use the sliding window technique to 

extract the frames [10]. The importance threshold is the 

cutting point by which the unique and important part of 

the malware is separated from the less important part. If 

the importance threshold is zero, which is very large, 

malware code is extracted completely and if it is selected 
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very small, only a small portion of unique sequences of 

opcodes is extracted. The classification threshold is the 

cutting point which determines if the existing files in the 

test set should be classified as malware or benign. In the 

following sections the process of signal production and 

each of these constants are explained in length.  

In order to reduce the time spent on file classification, 

this method exploits two different layers which are both 

based on HMM; in a way that the first layer, using the 

threshold approach, detects files which are certainly 

benign and gets rid of them, resulting in an increased 

efficiency. And then, the rest of the files, the 

classification of which are more difficult, are sent to the 

second layer for a more precise evaluation. What follows 

describes these two layers. 

A.  The First Layer 

As already explained, the first layer using the threshold 

approach excludes the certainly benign files from the set 

which lack any similarity to malware files. The similarity 

of each frame to benign files is evaluated only in order to 

exclude the files which are more similar to benign files 

and contain less important sequences, ultimately to detect 

important sequences of malware files. Therefore, benign 

files which show more similarity to malware files are 

required. If such files could be detected and the similarity 

of each frame to them could be evaluated, we would, 

certainly, reach more accurate results and the time spent 

on classification would also be decreased. It is the first 

layer that enables such improvement.  

The threshold approach proposed in [12] trains an 

HMM based on malware files. Then, using this trained 

HMM, every benign or malware file in the test set is 

scored. Afterwards, a threshold is determined to separate 

benign files from malware files which is compared 

against the score that each file has received. If a files 

scores above the threshold, the file is classified as 

malware otherwise as benign.  

 

 

Fig.1. First layer performance for MPCGEN family with -2.92 as 

threshold 

This proposed method makes a few changes to the 

Wong approach in a way that for each family of malware 

an HMM is trained and the threshold is determined in 

such a way that files scoring below that number are 

classified as certainly benign. Fig. 1 indicates the 

performance of the threshold approach for MPCGEN 

malware family. 

As can be seen in the Fig. 1, the files below the 

threshold are certainly benign and bear no resemblance to 

MPCGEN family and it can be asserted the play no role 

in the extraction of important sequences. Thus, they can 

be excluded and the rest of the files are ready to be sent to 

the next layer.  

B.  The Second Layer 

The second layer aims at distinguishing different 

malware commands and training an HMM based on 

significant commands in order to acquire better results. 

The significance or importance of commands is evaluated 

based on their lack of similarity to benign files because 

not every part of malware program does not signify 

destructive essence and this justifies the elimination of 

certainly benign files in the first layer. A brief 

explanation of the process of training and classification in 

the second layer is presented: 

 

Training: 

 

1. Benign files are converted into a signal and an 

HMM is trained based on that. This model is 

capable of calculating the extent of similarity 

between input files and benign files. 

2. Malware files are also converted into a signal and 

the signal is broken into overlapping parts. For this 

purpose, a frame size is determined and all frames 

are extracted from the signal.  

3. Then, every frame is fed to the model created in 

step 1 as input in order to determine the similarity 

of each frame to benign files. 

4. Using the defined threshold, more important 

opcode sequences are separated from the less 

important ones. In other words, frames with higher 

similarity to benign files are excluded from the set 

and consequently frames with more important 

opcode sequences remain in the set. 

5. Then, a new HMM is trained using the resulting 

important sequences. This model enables accurate 

evaluation of the similarity between input files and 

malware files. 

 

Classification: 

 

1. Malware and benign files remaining in the test set 

are fed to the new HMM which trained only on 

specific parts of malware in order to determine the 

similarity of each file to malware files. 

2. Then, exploiting the defined classification 

threshold, benign files are separated from malware 

and so they are classified.  

 

Acquired results show that the proposed method 

features high speed and accuracy in metamorphic 
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malware detection. 

C.  Signal Generation Process 

As mentioned, the proposed model is created and 

trained based on the input signal that it receives and the 

input signal is actually the opcode sequences of benign 

and malware files.  

In order to generate the signal based on opcode 

sequences, it is required that all unique opcodes in the 

whole data set be detected and then each opcode be 

assigned a corresponding unique number. Fig. 2 shows 

the manner in which this operation is done. 

 

 

Fig.2. Mapping opcodes to unique numbers in order to generate the 
signal 

Next, the opcode sequences of the relating file is 

ascribed with these numbers and, as seen in Fig. 3, the 

signal of the file is generated. 

 

 

Fig.3. A sample signal generated from opcode sequences 

Fig. 4 is an actual signal generated from opcode 

sequences of NGVCK malware family files and as is 

apparent, the length of the signal is about 9000 meaning 

that it comprises of 9000 opcodes which include about 

120 unique opcodes. 

D.  Classification Threshold 

To determine the value of the threshold, first the 

number of false positives and the number of false 

negatives of each model are to be calculated. Next, these 

numbers are to be studied according to different values of 

the threshold and, depending on the desired balance, the 

value of the threshold is determined [12]. 

 

 

Fig.4. The signal generated from opcode sequences of NGVCK 
malware family 

The classification threshold is a value using which the 

files in the test set are classified as benign or malware. If 

the value is too low, most of the files are classified as 

benign and, obviously, if the value is too high, the 

opposite happens. The threshold value is calculated by 

experimenting with different values on the test data, 

through the explained process in the previous section.  

E.  Significance Threshold 

The significance threshold is the cutting point using 

which less important opcode sequences are separated 

from the more important ones in malware files. If the 

value of the significance threshold is too big, malware 

code is extracted completely which is undesirable and if 

the value is too small only small part of the unique 

opcode sequences are extracted which is also undesirable. 

Fig. 5 gives a view to the process. 

 

 

Fig.5. Performance of significance threshold with the value of -2.5
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The sequences that fall below the threshold are those 

with less significance that are more similar to benign files 

and bring about interference in detection. Thus, such 

sequences are eliminated and important sequences above 

the threshold are separated and packed together to create 

a new signal.  

F.  Frame Size 

As previously mentioned, to extract important 

sequences of malware, files are first to be converted into 

a signal. Then, the signal is broken into overlapping parts, 

called frames, which are equal in size. In fact, every 

frame contains a unique opcode sequence and the size of 

the frame determines the length of each sequence 

extracted from the malware. So that if the size is assumed 

to be 50, each extracted sequence contains only 50 

opcodes.  

This method exploits a technique similar to the sliding 

window technique because the frames need to overlap. 

This is due to the fact that we do not know which part of 

sequences are the important ones that we are looking for. 

Therefore, by having overlapping frames, the chance of 

finding more significant frames increases. For this 

purpose, after converting malware files into signals, we 

break them down into overlapping frames equal in size. 

Fig. 6 shows how the process is done with frame size of 

50. 

 

 

Fig.6. Signal segmentation with frame size of 50 

As seen in Fig. 6, a signal with the length of 480 is 

broken into 18 frames with the size of 50. If the size is 

too high, for example if the frame size is 450 in Fig. 6, 

only one frame is extracted from malware file which will, 

certainly, not prove effective at all in the results. 

 

 

 

IV.  EXPERIMENTAL RESULTS 

We experiment with three different approaches, the 

threshold approach, the dueling approach and our 

proposed approach. We also compare the results of the 

three approaches in terms of execution time, as well as in 

terms of detection rate, false-positive rate and overall 

accuracy. 

The detection rate equals the number of viruses 

detected by the model divided by the total number of 

viruses in the test set. The false-positive rate, which is 

related to model features, is obtained through dividing the 

number of false positives by the total number of benign 

programs in the test set. The overall precision is defined 

as the number of correct predictions divided by the total 

numbers of benign and non-benign programs [12]. These 

three criteria are computed based on true positives (TP), 

true negatives (TN), false positives (FP) and false 

negatives (FN) as follows: 

 

TP
Detection Rate

TP FN



                    (1) 

 

FP
False Positive Rate

FP TN



               (2) 

 

TP TN
Overall Accuracy

TP TN FP FN




  
         (3) 

 

We look at each of these in detail in the following 

sections. 

A.  Data Sets 

The proposed method is examined and tested on the 

well-known malware MWOR[19] and the malware 

constructed by kits NGVCK [13], G2[14], MPCGEN[15], 

MetaPHOR[16] and the random benign executable files 

which are selected from the Clang [18], Cygwin [19], 

GCC [20], MingW [21], TASM [24], Turbo C [25]. The 

total number of malware and benign files in the training 

and test sets together is 1245.  

Classifying a file requires the computation of the 

probability of its opcode sequence similarity in a model. 

But the computation is not possible directly as it needs 

about 2TN
T
. The strength of HMM is due to the fact that 

there exists an efficient algorithm to achieve the same 

results. We calculate the score by running the forward 

HMM algorithm which only needs N
2
T multiples [9].  

B.  Threshold Method  

In this method, we train an HMM for every malware 

family code, then, determine the appropriate threshold 

value. Afterwards, for any file in the test set, we 

determine the probability of observing given sequences of 

opcodes.  
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If the probability is less than the threshold value, the 

file is classified as a malware; otherwise it is classified as 

benign [12]. 

Table 1. Results for Threshold Approach 

Overall 
accuracy 

FP 
rate 

Detection 
Rate 

Thre 
shold 

FN 
% 

FP 
% 

 

0.8557 0.54 0.9863 -2.71 
8.3

3 

15.2

9 
G2 

0.8062 0.61 0.9940 -2.92 
3.3
3 

21.6
4 

MPCG
EN 

0.7008 0.48 0.9343 -3.58 
9.0
0 

39.7
6 

NGVC
K 

0.5886 0.70 0.9372 -2.66 
15.

0 

47.2

9 

MetaPH

OR 

0.8648 0.39 0.9515 -2.57 
19.
0 

12.2
3 

MWOR 

 

Results in Table 1 show that this approach was 

especially incompetent to detect MetaPHOR and 

NGVCK. Our results are different from Wong’s [12] 

because we use a different dataset and train an HMM for 

each malware family, instead of training an HMM for the 

whole malware set. 

C.  Dueling Method  

The dueling HMM strategy differs from threshold 

approach. In this approach, an HMM is trained for each 

malware family code and also some HMMs are built 

based on benign codes. For every file in the test set, we 

determine the probability of observing the sequence of 

opcodes for each of the malware HMMs and benign 

HMMs. If the HMM reporting the highest probability 

represents malware code, the file is classified as a 

malware [11]. 

Table 2. Results for the Dueling Approach 

Overall 

accuracy 

FP 

Rate 

Detection 

Rate 

FN 

 % 

FP  

% 
 

1.0000 0.00 1.0000 0.00 0.00 G2 

1.0000 0.00 1.0000 0.00 0.00 MPCGEN 

0.8592 0.08 0.8446 38.00 2.82 NGVCK 

0.9333 0.15 0.9514 21.00 3.29 MetaPHOR 

0.9829 0.06 0.9952 2.00 1.64 MWOR 

 

Table 2 shows that the results improve considerably in 

terms of overall accuracy. However, as a side effect of 

each file being scored against multiple HMMs the files 

take longer to be classified. 

D.  Proposed Approach  

In the proposed approach we use the threshold 

approach. The aim is to eliminate as many files as can be 

eliminated using the threshold approach (Tier1), thus the 

proposed approach would need (Tier2) to classify smaller 

number of files, leading to a considerable gain in terms of 

execution time in file classification.  

We first use the threshold approach to score the files 

and eliminate any “definitely benign” file; files which 

score below the threshold .The threshold is different for 

different malware code.The files which cannot be 

eliminated using the threshold approach are then scored 

using our proposed approach. Table 3 shows the results 

of this approach. 

Table 3. Results for Proposed Approach 

Overall 

accuracy 

FP 

Rate 

Detection 

Rate 

Eliminated 

 in Tier 1 
Threshold 

FN  

% 

FP 

 % 
 

1.0000 0.00 1.0000 251/485 -2.78 0 0 G2 

1.0000 0.00 1.0000 287/485 -2.92 0 0 MPCGEN 

0.8896 0.01 0.8633 211/625 -3.65 33.5 0.4 NGVCK 

0.9771 0.03 0.9791 162/525 -2.81 9 0.7 MetaPHOR 

1.0000 0.00 1.0000 222/525 -2.62 0 0 MWOR 

 

Table 4 lists out the time taken in milliseconds by each 

approach to classify every malware family. Table 4 

shows that the threshold approach is the fastest method 

followed by the proposed approach. The dueling 

approach, as expected, is the slowest of the three .The 

execution time for the dueling approach is two to three 

times longer than that of the threshold approach on 

average.  

Table 4. Comparison - Performance in terms of time 

Timing comparison (ms) 

Proposed 

Approach 

Dueling 

Approach 

Threshold 

Approach 
 

633.5652 1125.1585 556.3584 G2 

613.4547 1084.0254 522.4151 MPCGEN 

784.9556 1185.4857 561.8427 NGVCK 

898.3598 1425.1258 658.1485 MetaPHOR 

9524.4412 11351.7675 4494.1589 MWOR 

 

 

Table 5 shows that the threshold method is the best 

approach in terms of time. The dueling approach is much 

more accurate than the threshold method; however the 

time required for execution is long.  

The proposed approach on the other hand takes the best 

of both approaches. The proposed method is able to 

detect destructive files by 98 percent precision and yet it 

keeps the false-positive rate at minimum and achieves 

superior results compared to the dueling HMM strategy. 

Table 5. Comparison of detection strategies 

Total time 
(ms) 

Overall 
accuracy 

FP 
 rate 

Detection 
Rate 

 

849.2757 0.8068 0.4755 0.9593 
Threshold 

 Approach 

2021.4453 0.9664 0.0554 0.9712 
Dueling 

 Approach 

1556.8470 0.9833 0.0058 0.9803 
Proposed 
 Approach 
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V.  CONCLUSION 

This paper proposes the idea of combining different 

approaches in order to detect malware in a more efficient 

way in terms of time. As it was stated, some of the 

metamorphic malware which are able to get around the 

threshold approach are detected by the dual approach 

with high precision. However, this approach causes much 

overload. In addition to taking advantage of the benefits 

of both approaches, we present a new method by 

distinguishing important file parts based on their 

dissimilarity to benign files and by extracting important 

sequences of opcodes from malware files to overcome the 

challenge. The results demonstrate that the HMM trained 

based on the important sequences of opcodes is able to 

act with higher speed and is, in most cases, more accurate 

than the dual approach. The improvement ranges from 

almost 42% to a minimum of 8% percent in terms of 

time. We hope the proposed method allows us to improve 

malware detection tools based on HMM.   
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