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Abstract—Cross-Language Information Retrieval (CLIR) 

is a most demanding research area of Information 

Retrieval (IR) which deals with retrieval of documents 

different from query language. In CLIR, translation is an 

important activity for retrieving relevant results. Its goal 

is to translate query or document from one language into 

another language. The correct translation of the query is 

an essential task of CLIR because incorrect translation 

may affect the relevancy of retrieved results.  

The purpose of this paper is to compute the accuracy of 

query translation using the back translation for a Hindi-

English CLIR system. For experimental analysis, we used 

FIRE- 2011 dataset to select Hindi queries. Our analysis 

shows that back translation can be effective in improving 

the accuracy of query translation of the three translators 

used for analysis (i.e. Google, Microsoft and Babylon). 

Google is found best for the purpose. 

 

Index Terms—Back-Translation, BLUE, METEOR, 

TER & query translation, transliteration. 
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I.  INTRODUCTION 

Information retrieval (IR) has become the primary way 

for users to understand the world by exchanging the 

different types of information. The purpose of IR is to 

search relevant documents from a large collection of 

documents against a user’s query [1].  

IR can be classified into three types: monolingual 

information retrieval (MIR), cross-lingual information 

retrieval (CLIR) and multi-lingual information retrieval 

MLIR). In MIR, query and document are of same 

language whereas in CLIR, query and document are of 

different languages. In MLIR, a user searches documents 

from a multilingual collection of documents against a 

query of single language [2, 53]. 

With the enormous increase of information in different 

languages on Internet, search engine allows users to 

retrieve documents different from his/her language [52]. 

Such type of information retrieval is known as Cross -

Lingual Information Retrieval (CLIR) [3, 43, 44]. The 

development of network technology and information 

globalization increases the demand of CLIR contents 

because it removes language barrier, reduces 

communication cost and promote information exchange 

and usage [4, 5, 51].  

Various forums such as TREC, CLEF & NTCIR 

organizes a large number of conferences, tracks and 

workshops on CLIR [6]. Each of these forums represents 

the following list of languages: 

 

 FIRE (Forum for Information Retrieval 

Evaluation): Hindi, English, Bengali, Marathi, 

Tamil, Telugu, Gujarati, Odia, Punjabi & 

Assamese. 

 TREC (Text Retrieval Conference): Spanish, 

Chinese, German, French,   Italian & Arabic. 

 CLEF (Cross Language Evaluation Forum): 

French, German, Italian, Spanish, Dutch, Finnish, 

Russian. 

 NTCIR (NII Testbeds and Community for 

Information access Research): Japanese, Chinese 

and Korean. 

 

These forums provide an evaluation infrastructure and 

suitable facilities for testing various techniques of CLIR. 

A huge amount of information on the Web is available in 

English. India is a multilingual country where most of the 

people used the Hindi language for communication and 

searching of documents. The number of Web users is 

increasing continuously day by day that creates a strong 

platform for bilingual research [54].  

CLIR depends on machine translation for removing the 

language barrier between source language and target 

language. Query translation is an important activity of 

CLIR that can be defined as the process of obtaining the 

correct equivalent translation(s) of each word of query 

into another language(s) by various resources. The 

accuracy of the translated query depends on translating 

mechanism. Some of the most effective resources used 

for query translation are bi-lingual dictionaries, parallel 

corpora and comparable corpora [7]. 

Evaluation of machine translation (either a query or 

document) is a challenging task [55, 56, 57]. Various 

human judgments are used to evaluate the translation 

quality like fluency and adequacy [8, 58]. 

The accuracy of machine translation (MT) is usually 
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evaluated by comparing the translated output with 

reference output or by human judgment. Some important 

strategies used for evaluation of translation accuracy are 

BLUE, METEOR, TER, GTM, NIST, PORT, LEPOR, 

AMBER, ROUGE, WER and ROSE etc. 

BLUE (Bi Lingual Evaluation Understudy) is one of 

the most important techniques which is based on n-gram 

match precision. Its concept was introduced by Papineni, 

Roukos, Ward, and Zhu [9].  

In METEOR [10, 45], evaluation of translation is 

based on unigram matching between machine-produced 

translation and human-produced reference translation. It 

resolves the problems of BLUE.  

The concept of TER (Translation Edit Rate) was 

introduced by Snover and Dorr in 2006 [11]. It works on 

counting transformations rather than n-gram matches. 

This method represents the number of edits needed to 

change a candidate translation to the reference translation, 

normalized by the length of the reference translation. 

Possible edits include insertion, deletion, substitution of a 

single word and word sequence.  

GTM (General Text Matcher) measures the similarity 

of different texts. It computes precision, recall and f-

measure for accuracy measurement of text translations 

[12].  

The name NIST came into existence from National 

Institute of Standards and Technology which is based on 

n-gram technique as similar to BLUE. In this, for 

computing the brevity penalty shortest length of 

references is used, whereas BLUE uses average length of 

references. Another big difference between BLUE and 

NIST is informativeness. BLUE treats n-gram equally 

whereas NIST does not treat equally all n-gram. It assigns 

more weights to that n-gram which more is informative 

and assigns less weight to those that are less informative 

[13].    

PORT (Precision-Order-Recall Tuning) is an 

evaluation metric that performs an automatic evaluation 

of machine translation [14]. This metric has five 

components such as precision, recall, strict brevity 

penalty, ordering metric and redundancy penalty. It does 

not require any external resources for tuning of machine 

translation. It performs better evaluation than BLUE 

when translation is hard or at the system level and 

segment level [59].   

LEPOR, an evaluation metric combines many factors 

such as precision, recall, sentence-length penalty and n-

gram based word order penalty. This metric develops the 

higher system level correlation with human judgments in 

comparison to other metrics such as BLUE, METEOR, 

and TER. The hLEPOR metric is the higher version of 

LEPOR that utilizes the harmonic mean [15].    

AMBER ( A Modified Blue, Enhanced Ranking), one 

of the automatic translation evaluation metric which is 

based on BLUE but includes some additional features 

such as recall, extra penalties and some text processing 

variants [16]. It describes four different strategies: N-

gram matching, Fixed-gap n-gram, Flexible –gap n-gram 

and Skips n-gram [66]. 

ROUGE (Recall-Oriented Understudy for Gisting 

Evaluation) is a set of metrics which came into existence 

in 2003 [60]. It uses a unigram co-occurrence method 

between summary pairs [17]. This metrics set contain 

following evaluation metrics: ROUGE-N (based on n-

gram co-occurrence statistics), ROUGE-L (based on 

Longest Common Subsequence (LCS)), ROUGE-W 

(based on weighted LCS statistics), ROUGE-S (based on 

Skip-bigram co-occurrence statistics) and ROUGE-SU 

(based on a Skip-bigram plus unigram-based co-

occurrence statistics.   

The concept of WER (Word Error Rate) was 

introduced by Niessen et al. in 2000 for automatic and 

quick MT evaluation [18]. It is based on Levenshtein 

distance which was given by Vladimir Levenshtein in 

1965 [65]. This distance can be defined as the minimum 

number of operations (i.e. insertion, deletion or 

substitution) between two strings that are required to 

transform one string into another.  

ROSE is sentenced level automatic evaluation metric 

which contains only simple features for quick 

computation. It can be defined as a linear model where 

Support Vector Machine (SVM) is used to train its weight. 

It is based on two training approaches: linear regression 

and ranking [19].    

The rest of the paper is organized as follows. In 

Section 2, we describe the related work. Section 3 & 4, 

presents query translation and back-translation 

respectively. Section 5 describes experimental results and 

analysis. Section 6 discusses this work and last but not 

least Section 7 presents the conclusion. 

 

II.  RELATED WORK 

In CLIR, different translation approaches have been 

used for query translation. There are three types of 

resources have been widely used in CLIR for query 

translation: dictionary based approach, corpora based 

approach (parallel & comparable) and machine 

translation based approach.  

In 1996, Hull and Grefenstette [20] used a bilingual 

dictionary to derive all possible translation of query for 

retrieving the relevant result. This is the simplest method 

but decreases the time efficiency of retrieved documents. 

To resolve this problem, Hull [21] in 1997 used ―OR‖ 

operator for translating query and also used weighted 

Boolean method for a assigning degree to each translation. 

In 1997, Ballesteros and Croft used [22] ―local context 

analysis‖ method to enhanced the dictionary-based query 

translation. In 1997, Carbonell et al. [24] uses corpus -

based approach for query translation in CLIR, where 

bilingual corpora used for extracting translations of query 

term. Their experimental result shows that corpus-based 

query translation performed much better than other. 

In 1998, Dorr and Oard [23], evaluate the effectiveness 

of semantic structure for query translation and found that 

the technique of semantic structure was less effective 

than dictionary and MT-based query translation   

In 1999, Xu et al. [25] performs the comparison of 

three techniques: machine translation, structural query 

translation and their own technique. In this research work 
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they used Linguistic Data Consortium (LDC) lexicon of 

English and Chinese languages. Their experimental result 

shows that the success rate can increase by using a 

bilingual lexicon and parallel text.  

Gao et al. [26] perform the experimental analysis of 

three techniques: decaying co-occurrence, noun phrase 

and dependency translation for Chinese –English CLIR. 

In this work, they used TREC collection of Chinese 

dataset. The outcome of this work indicates that decaying 

co-occurrence method performs 5% better than the other 

model.  

In 2004, Braschler [27 used three types of approaches 

for query translation: output of an MT system, novel 

translation approach (based on thesaurus) and dictionary- 

based translation.  Unfortunately, this combination does 

not provide much better results due to lower coverage of 

thesaurus-based and dictionary-based translation methods. 

In 2009,  Gao et al.  [28], used machine learning methods 

for query translation in CLIR.  

In 2011, Herbert [29] use a similar approach as used by 

Braschler for translating certain phrases and entities using 

Wikipedia on Google MT system, found improvement in 

retrieved result of English-German CLIR. In 2012, Ture 

[30] used an internal representation of MT system for 

query translation and found significant improvement in 

retrieved results. 

In 1970, R.W. Brislin [31] used back translation and 

found that it is a highly useful method for translating 

international questionnaires and surveys, as well as 

diagnostic and research instruments. 

In 2002, Dasqing He et al [32], worked on query 

translation of English/German CLIR by using two 

methods: (i) back translation (ii) Keyword in Context 

(KWIC). Their analysis suggests that the combined result 

of these two methods can provide effective results. 

In 2006, Grunwald [33] also used the back translation 

for the purpose of quality control. In 2008, U.Ozolins [34] 

worked on back translation and found that back 

translation is a quality control approach that can help to 

achieve the good transfer of meaning across languages in 

international health studies. 

In 2009, Rapp [35] used OrthoBLEU method for 

solving the problem of evaluation methods such as BLUE 

which require reference translation. Their result shows 

that OrthoBLEU can improve the evaluation accuracy of 

the back translation.  

In 2015, M. Miyabe et al. [36] worked to verify the 

validity of back translation. Results show that back-

translation is a useful method only when high level 

translation accuracy is not needed. 

 

III.  QUERY TRANSLATION 

Translation is the process of transferring information 

into an equivalent structure of one language into another 

language [47]. It is an important factor that can reduce the 

performance of CLIR as compared to MIR (Monolingual 

Information Retrieval). 

In CLIR three types of translation are possible: query 

translation, document translation and dual translation 

(both query & document translation) [38].   

Query translation is the process of translating each 

term present in user query of one language into another 

language. The effectiveness of query translation depends 

on the method of translation that can express user’s need. 

Query translation can be achieved by a dictionary, 

corpus and machine translation [37]. In dictionary 

translation, query terms are processed linguistically and 

only keywords are translating using machine-readable 

dictionaries. Dictionary based approach also has some 

drawbacks and benefits. Uses of dictionaries are very 

simple and these are also available for many language 

pairs. Unfortunately, these also have some shortcomings: 

limited coverage. For example, usually, dictionaries do 

not contain a proper noun.   

In corpus based translation, query terms are translated 

on the basis of multilingual terms extracted from parallel 

or comparable documents collection. In parallel corpus, 

collections of text are translated into one or more 

languages. In comparable corpus, collections of text are 

not translated text but cover the same topic area like news 

on BBC and CNN. Translations that can be obtained 

through parallel corpora are more accurate than 

comparable corpora. Comparable corpora are noisier 

because these are not an exact translation of documents.  

In machine translation, query terms are automatically 

translated from one language into another language by 

using a context.   

In CLIR, the relevancy of retrieved documents 

typically depends on the size of queries. Query translation 

approach performs better than document translation 

because of less implementation cost & computational 

time. Query translation also requires less space as 

compared to document translation. The small size of 

queries makes query translation simple and economically 

efficient for researchers.   

 

IV.  BACK TRANSLATION 

Transliteration and translation are the two ways used to 

convert words from one language into another language. 

It plays an important role in CLIR and can be defined as 

phonetics translation of words between two languages 

with different writing system [61]. It is highly useful in 

the development of speech processing, multilingual 

resources, and text [38, 62].  

In CLIR transliteration can be performed by two 

methods: pivot method and direct method. In pivot 

method, before converting the words of a source language 

into the target language, source language words are firstly 

converted into pronunciation symbol and then converted 

into target language words. Pronunciation symbol is the 

International Phonetic Alphabet for notation of all 

languages [40, 63]. The direct method is corpus-based 

where an intermediate state is not required. 

Transliteration solves the OOV (out-of-vocabulary) 

problem which occurs in the translation of 

queries/documents. For example, in Hind-English CLIR, 

if translation system fails to translate Hindi words into the 

English language than transliteration can be used to 
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translate such words. 

Translation helps individual to communicate in 

nonnative languages. But it is still very difficult to 

remove the language barrier. So, there is the great 

importance of correct translation in today’s cross-lingual 

or multilingual environment. It is the major contributing 

factor for the development of the cross cultural 

environment in the world. It also helps in the 

development of science and technology.   

In CLIR, language barrier or inaccurate translation 

prevents a user from retrieving effective results [48]. In 

order to retrieve relevant results across languages, 

machine translation plays an important role [49]. 

Accurate translation of user queries is required for 

retrieving documents in CLIR. 

Back-translation [34, 46, 50] can be defined as the 

process of translating, translated query back to original 

query. Back-translated queries are obtained by two step 

procedure: (1) translation of original query to target 

language query and (2) translation of target language 

query back to original language query.  

For example as shown in figure1, Hindi query i.e. 

―                   , (Durlabh Khagoliye Ghatnayn)‖ 

is translated into the English language i.e. ―Rare 

Astronomical Events‖ than again English query is 

translated back into Hindi language i.e. ―             

      , (Durlabh Khagoliye Ghatnaoo)‖. Morphological 

factor occurs with the word (      ,       ) in a query 

that may affect the relevancy of retrieved documents. 

 

 
Fig.1. Procedure of back-translation for Hindi-English CLIR 

Back-translation can also be called as round-trip 

translation because it performs the two journeys: the 

outward journey and forward journey. If back-translation 

result found bad, it becomes very difficult to tell where 

the translation (i.e. outward or return translation) went 

wrong.   

Many professional used back-translation for evaluating 

the quality and accuracy of the translation. This process 

does not require the prior knowledge of target language. 

It is an excellent way of avoiding errors in making a 

decision.  

Back-translation is very useful in a global market 

because it creates the bridge between cultures and 

distances. 

Many areas such as medical, academic, business etc 

used back–translation as an effective way of transferring 

information. For example, WHO (World Health 

Organisation) controls many medical organizations that 

used back-translation as a quality control process in 

various health studies at international level [32]. The 

process of back-translation involves a technique called 

decentering. Decentering technique means the process of 

modifying the translation of original and target language 

version [64].   

Back-translation and translation are two different 

techniques that differ from each other. Table1 describes 

the comparative analysis between back-translation and 

translation. 

Table 1. Comparison of Translation and Back Translation  

Properties Translation Back Translation 

Accurate 

Evaluation 

Not Easy (reference 

translation is required)  

Easy  (reference 

translation is not 

required)  

Time 

complexity 

Less (due to single 

translation) 

More (due to double 

translation) 

Precision 

Cannot be calculated for 

all queries (reference 

translation is not 

possible for all queries) 

Can be calculated for 

all queries (original 

query can be treated 

as reference 

translation) 

Pre- 

knowledge  

Knowledge of translated 

language is required 
Not required 

User’s Experts  Common man 
 

 

V.  EXPERIMENTAL RESULTS AND ANALYSIS 

In this paper, an experiment is performed on 50 Hindi 

queries of FIRE (Forum for Information Retrieval 

Evaluation) dataset for Hindi-English CLIR. In order to 

evaluate the translation accuracy following steps are 

performed: 

 

Step1: Run original query of Hindi language. 

Step2: Translate Hindi query to the English language. 

Step3: Perform back-translation for translated query. 

Step4: Apply 1-gram (word-to-word match) method 

for evaluation of translation and back-translation.  

 

The concept of Weighted N-gram Model was 

introduced by Babych and Hartely in 2004 [41]. An n-

gram is an excellent technique for efficient evaluation of 

machine translation. It is widely used in various fields 

such as probability, communication theory, data 

compression and computational linguistics.  

We performed the translation and back translation by 

using ImTranslator which provides the most convenient 

access to the online translation services offers by Google 
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and other translators for more than 50 languages [42]. 

Table 2, 3 & 4 describes the Precision, Recall & F-

measure values of translation (Hindi-English) and back 

translation (Hindi-English-Hindi) respectively that are 

performed using Google, Microsoft, and Babylon 

translators and are calculated as follows:  

 

correct
Precision = 

output-length
                  (1) 

 

 

correct
Recall = 

reference-length
                 (2) 

 

   
precision recall

F-measure = 
(precision+recall)/2


          (3) 

 

Table 2. Precision value 

Translator 
Translation 

(Hindi-English 

Back Translation 

(Hindi-English-Hindi) 

Google 75.44% 69.64% 

Microsoft 71.16% 62.42% 

Babylon 75.97% 70.08% 

Table 3. Recall value 

Translator 
Translation 

(Hindi-English 

Back Translation 

(Hindi-English-Hindi) 

Google 73.44% 71.42%  

Microsoft  66.32% 64.15% 

Babylon 71.2% 69.62%  

Table 4. F-Measure 

Translator 
Translation 

(Hindi-English 

Back Translation 

(Hindi-English-Hindi) 

Google 75.77% 73.12% 

Microsoft 70.73% 62.44% 

Babylon 72.45% 69.49% 
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Fig.2. Precision of translation and back translation 
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Fig.3. Recall value of translation and back translation 

0.00%

10.00%

20.00%

30.00%

40.00%

50.00%

60.00%

70.00%

80.00%

Google

Microsoft

Babylon

 
 

Fig.4. F-measure value of translation and back translation 

 

VI.  DISCUSSION 

In this section, we present an experimental analysis 

that validates the utility of translation & back translation 

in CLIR. We performed the two types of experimental 

analysis: (i) comparison of translation and back 

translation (ii) comparison of query translation by three 

translators i.e. Google, Microsoft & Babylon.           

Values of Precision, Recall, and F-Measure for both 

automated translation and back translation are computed 

manually using 1-gram method but without considering 

the order of translated words in query.  

In a case of Hindi-to-English translation, an accuracy 

of English translated queries is computed by comparing 

the queries with the expert’s English queries (FIRE 

experts’ query). 

In case of English (translated query)-to-Hindi query 

translation, accuracy of Hindi translated queries are 

computed by comparing the translated queries (i.e. 

translated Hindi queries) with original Hindi queries. 
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The Precision (table2), Recall (table3) & F-measure 

(table4) are computed for evaluation of translation and 

back-translation using three translators (i.e. Google, 

Microsoft & Babylon). The purpose of these three scores 

is to compute the translation quality. 

The F-measure score (which considered both Precision 

and Recall results) of query translation are 75.77%, 

70.73% & 72.45% for Google, Microsoft & Babylon 

translators respectively. The F-measure score of query 

back-translation are 73.12%, 62.44% & 69.49% for 

Google, Microsoft & Babylon respectively. 

Table 5. Comparison of query translation & back translation 

S.No. Google Microsoft Babylon 

Correct 

Translation & 

Back-

Translation 

(CTBT) 

 

84% 

 

78% 

 

82% 

Incorrect 

Translation & 

Back-

Translation 

(ITBT) 

 

4% 

 

10% 

 

4% 

Correct 

Translation & 

Incorrect Back-

Translation 

(CTIBT) 

 

10% 

 

10% 

 

10% 

Incorrect 

Translation & 

Correct Back –

Translation 

(ITCBT) 

 

2% 

 

0.0% 

 

2% 

No Translation 

& Back-

Translation 

(NTBT) 

0.0% 
2% 

 
2% 
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Fig.5. Comparison of translators 

Here, incorrect translation of query means that all 

words of a query are wrongly translated or provides 

incorrect sense. Correct or incorrect query translations are 

judged using linguistics, reference queries and original 

queries (in the case of back translation). 

Results of table 5 are divided into 5 types:  (i) Correct 

Translation & Back-Translation (CTBT), (ii) Incorrect 

Translation & Back-Translation (ITBT), (iii) Correct 

Translation & Incorrect Back-Translation (CTIBT), (iv) 

Incorrect Translation & Correct Back –Translation 

(ITCBT) and (v) No Translation & Back-Translation 

(NTBT). Case3 states that the back-translation gives 10% 

wrong translation (i.e. Google, Microsoft, Babylon) when 

queries are correctly translated. Hence, back translation is 

not a 100% reliable method for accessing query 

translation quality.  

Out of three translators, results of Google translator in 

Hindi-English translation and English-Hindi translation 

(back translation) are higher than the remaining two 

translators (Microsoft and Babylon). So Google translator 

is an effective translator which can be used for the 

relevancy improvement of CLIR. 
 

VII.  CONCLUSION 

Query translation is the major issues which are 

responsible for poor performance of retrieved results in 

CLIR. We work out here for evaluation of automatic 

query translation in CLIR.  In this paper, the concept of 

back translation is used to check the effectiveness of 

translation in CLIR. We also performed the comparative 

analysis of three translators for CLIR on 50 queries on a 

FIRE-2011 dataset.   

Back translation is the simplest technique to check the 

correctness of any translation for a common man. Back 

translation is also beneficial, when reference translations 

are not available. An experimental result also shows that 

the Google translator is more effective in CLIR in 

comparison to other translators: Microsoft and Babylon.  
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