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Abstract: Diabetes mellitus is an incurable disease with global prevalence and exponentially increasing incidence. It is 

one of the greatest health hazards of the twenty-first century which poses a great economic threat on many nations. The 
premise behind effective disease management in healthcare system is to ensure coordinated intervention targeted 

towards reducing the incidence of such disease. This paper presents an approach to reducing the incidence of diabetes 

by predicting the risk of diabetes in patients. Diabetes mellitus risk prediction model was developed using supervised 

machine learning algorithms of Naïve Bayes, Support Vector Machine and J48 Decision Tree. The decision tree was 

able to give a prediction accuracy of 95.09% using rules of prediction that give acceptable results, that is, the model was 

approximately 95% accurate.  The easy-to-understand rules of prediction got from J48 decision tree make it excellent in 

developing predictive models. 

 
Index Terms: Diabetes mellitus, supervised machine learning, feature extraction, prediction. 

 

 

1.  Introduction 

Diabetes mellitus (DM) is a chronic disease and metabolic disorder of multiple aetiology that occurs when the 

pancreas does not produce enough blood sugar regulating hormone, insulin or when the body cannot use the produced 
insulin effectively. Diabetes is usually characterized by chronic hyper glycaemia which is an elevated level of blood 

sugar. The incidence of diabetes is increasingly becoming prevalent globally. This is traceable to the increasing rates of 

obesity, physical inactivity and urbanization. Many researchers have attributed the highest cases of diabetes, observed 

in developing countries, to the gradual move towards the western diet by societies in such developing countries.  

Diabetes has two popular variants: Type 1 diabetes and Type 2 diabetes, with the less popular gestational diabetes 

in pregnant women. Type 1 diabetes, also known as juvenile or insulin dependent diabetes, occurs when the beta cells 

of the pancreas responsible for the production of insulin are destroyed, thereby resulting in inadequate production of 

insulin[1]. It is normally diagnosed in children and young adults, usually below the age of 40 years.  
Type 1 diabetes is usually managed by administering insulin injections to the patient or the wearing of insulin 

pumps by the patient. Type 2 diabetes, also known as insulin resistance diabetes or diabetes mellitus, occurs when the 

body cells cannot absorb the produced insulin and sometimes combined with an absolute insulin deficiency [2]. The 

chances of Type 2 diabetes in a patient are increased by the presence of Type 1 and/or gestational diabetes in such 

patient. The risk of Type 2 diabetes in a patient is also significantly increased by his lifestyles and genetics factors [3] as 

well as obesity, poor dietary habits, and physical inactivity. Gestational diabetes is diagnosed when an elevated level of 

blood sugar is observed in a pregnant woman without a previous history of diabetes. It is fully treatable [4] and can be 

resolved after the child’s birth, although the patient must be under careful medical supervision during pregnancy to 
avoid complications. Gestational diabetes is usually managed by dietary changes, blood glucose monitoring and 

sometimes insulin administration. Women with gestational diabetes during pregnancy are at increased risk of 

complications during this period and delivery [5] with such women and their children at risk of developing Type II 

diabetes in the future. In many patients, the classic symptoms of diabetes include Polyphagia (increased hunger), 

Polydipsia (increased thirst) and Polyuria (frequent urination) [6].  Other symptoms that can mark the onset of diabetes 

may include blurry vision, frequent headache, fatigue, slow healing of wounds and cuts, itchy skin, yeast infections, 

tingling or numbness in the feet or toes. This is as shown in Figure 1. 
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Fig.1. Symptoms of Diabetes [7] 

Data mining is the process of extracting patterns from large data sets with the intent of finding knowledge [8]. It is 

a useful approach to discovering useful knowledge and inter-relation patterns hidden in existing data. It is the 
computational process of discovering patterns in large data sets using methods that intersect Artificial Intelligence (AI), 

Machine Learning (ML) and Statistics. It usually involves the analysis of data from different perspectives and 

summarizing it to provide useful information [9]. Its process involves sorting through large amounts of data and 

discovering pattern in the data. In medical practices, data mining has been gaining wide application for knowledge 

extraction and acquisition, which are being usefully employed in predicting, preventing and treating diseases [10]. It 

broadly comprises both descriptive and predictive analytics [11] and often involves the processes of clustering, 

classification, association rule learning and feature extractions. 

Data clustering is the unsupervised classification of patterns, observations, data items or features into groups [12]. 
It is a statistical approach of classifying individuals of a particular population into different groups by making 

quantitative comparisons of multiple characteristics. It involves the process of grouping related observations together on 

the basis of having similar values for attributes. Data clustering is done such that similar instances of a dataset are 

grouped together into clusters with each cluster being a subset of the entire population size. Classification, as clustering, 

also categorizes records into distinct segments called classes. However, unlike clustering, a classification analysis 

requires that how classes are defined are known ahead of time. It involves assigning a record to a class based on its 

similarity with some previously observed records. Classification could be predictive (indicating the propensity to 

behave in a certain way) or definitive (indicating similarity to objects that are known to be definite members of a class) 
[13]. Classification can be used to predict new situations [14] and a guide to decision making. Association rule mining 

aims at finding all the rules in the dataset that satisfy some minimum support and minimum confidence constraints [15] 

without a predetermined target. It is often aimed at identifying relationships between items in a dataset. Feature 

extraction involves reducing the amount of resources required to describe a large set of data. This is usually necessary 

when performing analysis of complex data and usually one of the major problems faced. Feature extraction is usually 

intended to make a dataset more informative and non-redundant in order to facilitate the subsequent learning and 

generalization steps, and in some cases to better human interpretations. It can be simply seen as a means to reduce the 

dimensionality of a dataset. A good feature selection process usually involves a dual process of selecting a search 
strategy to select the best candidates (features retained) subsets and evaluating an objective function which estimates the 

degree of ‘goodness’ of the selected candidates.  

In diagnosing diabetes, clinicians often embark on routinely tedious medical examination and check-ups. Many 

cases of diabetes are not diagnosed until symptoms become severe with life-threatening complications. However, many 

cases of diabetes mellitus could be prevented or delayed if the patient knows his/her risk of developing diabetes and 

such a patient is medically monitored, even before the manifestation of diabetes symptoms. The aversion or delay of 

onset of diabetes will considerably improve the quality of life of the concerned patient with positive economic impact. 

Existing models have been focusing on diagnosis. Previous researches focused on the diagnosis of diabetes and 
predicting whether or not a person has diabetes. Diagnosis and management have not been sufficient to decline the rate 

of incidence of diabetes among various populations. 

However, there is the need to know a patient’s risk of diabetes even before its symptoms manifest thus 

necessitating for a model that can predict the risk of patients developing diabetes and aid clinicians in the decision 

making processes that may relate to diabetes. Hence, the aim of this paper is to predict the risk of diabetes in patients. 
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2.  Related Works 

There are several research works published in the domain of machine learning application to healthcare in general 

and diabetes in particular. Machine learning and data mining approaches are not new to researches in diabetes 

prediction, diagnosis and management. 

[16] worked on diagnosis of diabetes using classification and prediction by neural networks. The Artificial Neural 

Networks were used to develop both predictive and diagnostic models. Their predictive networks were shown to 
perform better than their diagnostic networks. The accuracy of diagnosis was also seen to decline on new dataset. [17] 

developed a diagnostics supporting system for the monitoring and treating of people with diabetes. In their work, they 

applied Classification and Regression Tree (CART) algorithm. Although the developed system collected several data, 

only blood test records are focused on to classify patients. Their work showed that although the CART algorithm 

performs accurately on new data, the developed system predicts diabetes cases less accurately than the non-diabetes 

cases. It also showed that substantial amount of dataset is required for learning in order to enhance the accuracy of 

classification. 

[8] performed the prediction of diabetes using a duo mining approach of text mining and data mining. Their work 
was proposed as a tool which can mine data from diabetic type bio-medical databases and documents and convert them 

into easily understandable knowledge format. In their work, more factors, aside blood sugar concentration, were 

considered for their information extraction. Although the prediction accuracy was reasonably improved, their system 

requires more resources for storage and processing. Also, the rules of decisions are ambiguous and the response time is 

almost intolerable. [18] applied machine learning methods in diagnosing heart diseases in patients with diabetes. In their 

work, the chances that a patient with diabetes has heart diseases were predicted. They employed Naïve Bayes and 

Support Vector Machines (SVM) algorithms. Their work showed SVM as a classification technique that gives excellent 

predictive performance. However, many of the attributes used in the development of the model are not directly related 
to heart diseases. 

[10] proposed an Artificial Neural Networks Rules (ANNR), Artificial Neural Networks preceded by rules 

extractions, for predicting diabetes. Their work showed an enhancement of the comprehensibility of rules applied in the 

predictions of diabetes in patients. Their model can work on both discrete and continuous data, generating rules with 

high comprehensibility. However, the generated rules are with strong generalization and usually include too many 

redundant rules. The performance evaluation of the study was not presented. [19] used data mining approach for the 

prediction and treatment of diabetes disease. Analysis of a set of diabetes data was done using Naïve Bayes, Neural 

Networks, Decision tree (C4.5), KNN, Fuzzy logic and Genetic algorithms. It was shown that the various algorithms 
have high computational costs, except the C4.5 decision tree algorithm. The C4.5 algorithm was also shown to have a 

high degree of accuracy. [20] worked on the prognosis of diabetes. Data mining approaches of Fuzzy C-means 

clustering and Sequential Minimal Optimization (SMO) algorithms were used in the WEKA simulation environment. 

Their work showed that FCM has higher predictive accuracy than SVM. However, the development of the model was 

done using datasets from females above 21 years only. 

[21] worked on predicting the risk of a pregnant woman developing diabetes during pregnancy period. The 

Iterative Dichotomiser 3 (ID3), Naïve Bayes, C4.5 decision tree and random forest algorithms were used. Their work 

showed that random forest algorithm outperforms the other algorithms in terms of accuracy of prediction. [21] used 
different data mining algorithms in predicting the presence of diabetes in patients. The SVM, KNN, ID3, Naïve Bayes, 

C4.5, C5.0 and CART algorithms were used and simulated using MATLAB. Comparative evaluation of the algorithms’ 

individual performances was done. The comparative analysis showed that SVM has the highest degree of accuracy 

while C5.0 algorithm was shown to be more accurate than ID3, C4.5 and CART algorithms. SVM was also shown to be 

excellent for binary classification. 

3.  Methodology 

This section deals with description of the dataset, its pre-processing and the methodology adopted in this study. 

3.1.   Data Collection and Preprocessing  

The data used for this study were obtained from the health records of patients in the Endocrinology Clinic and 

General Out-Patient Department (GOPD) of the Obafemi Awolowo University Hospitals Complex (OAUTHC), a 

leading referral tertiary hospital in Nigeria. The health records of these patients are not available on the Internet because 

they are life data, they are not made public. Ethical approval was sought for and given before the data could be released 

for this study. A sample dataset is as shown in Figure 2. A total of 326 records were contained in the collected data and 

the target classes, ‘HIGH’ and ‘LOW’ assigned to each record to quantify each patient’s measure of risk level of 
diabetes mellitus. The records in the data contained clinical information of 152 males and 174 females within the ages 

30 and 80 years. The dataset contained attributes and symptoms relevant to measuring a patient’s risk of diabetes 

mellitus and monitored by the medical personnel who attended to them. The variables monitored in each patient 
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included the patient’s age, Body Mass Index (BMI), systolic blood pressure, diastolic blood pressure, fasting plasma 

glucose (FPG), sex, history, waist circumference, 2HPP, HA1c, alcohol intake and smoking history. Table 1 shows the 

variables contained in the dataset. The dataset was cleaned by removing the attributes with too many missing values to 

enhance the accuracy of prediction. To reduce over-generalization, the diastolic blood pressure and systolic blood 

pressure were discretized into ‘Normal’, ‘Pre-hypertension’, ‘Stage 1 hypertension’ and ‘Stage 2 hypertension’. 

 

 

Fig.2. Sample of Diabetes Dataset in .arff format 

Table 1. Attributes of the Dataset with their Units of Measurement 

Attributes Unit(s) of measure 

Age Years (yr) 

Body Mass Index Kilogramme per square metre(Kg/m
2
) 

Systolic Blood Pressure Millimeter of Mercury (mmHg) 

Diastolic Blood Pressure Millimeter of Mercury (mmHg) 

Fasting Plasma Glucose milli-mole per Litres (mmol/L) 

Sex Male (M) or Female (F) 

History Yes (Y) or No (N) 

Risk HIGH or LOW 

Waist Circumference Centimetres (Cm) 

2HPP milli-mole per Litres (mmol/L) 

HA1C Percentage above normal (%) 

Alcohol intake Grammes per day (g/day) 

Smoking Pack-years 

 

After the data cleaning process, the variables contained in the dataset included age, sex, BMI, systolic blood 

pressure, diastolic blood pressure, fasting plasma glucose and history. These are attributes identified to be monitored in 

patients for diabetes. The experimental process and methodology adopted is as shown in Figure 3. The data used were 

extracted from patients’ case notes based on features identified as indicators of diabetes risk prediction. The data 

contain records of both males and females within the age brackets of 30 years and 80 years – 152 males and 174 

females.
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Fig.3. Methodological Framework for Diabetes Risk Prediction 

3.2.  Models Development, Simulation and Validation 

The Naïve Bayes, SVM and J48 (WEKA’s C4.5 decision tree) algorithms were trained by the pre-processed 

dataset, containing only seven attributes, including age, body mass index (BMI), systolic blood pressure, diastolic blood 

pressure, fasting plasma glucose, sex and history.  The models were simulated using the Waikato Environment for 
Knowledge Analysis developed at the University of Waikato in New Zealand. It is an open source software under the 

GNU General Public License and freely available at http://www.cs.waikato.ac.nz/ml/weka. 

The k-cross validation was used to validate the developed models. In this validation approach, the whole dataset is 

divided into a number (k) of partitions with equally (or nearly equally) sized segments. Each partition (fold) was 

selected for testing with the remaining k – 1 partitions used for training. The cross validation process is then repeated k 

times (the folds), with each of the k segment used exactly once as test (validation) data. The k results from folds were 

then averaged to obtain a single estimation. This validation process is advantageous in that all observations are used for 

training and validation, with each observation used for validation exactly once. 

Specifically, the stratified 10-fold cross validation was used to validate the developed model. This involves 
splitting of the whole dataset into ten partitions. In order to obtain a reliable error estimate, the process of 10-fold cross 

validation was repeated ten times, implying 100 cross validation experiments. The proposed models were simulated 

using the Waikato Environment for Knowledge Analysis (WEKA) version 3.7.2. The performance accuracy of the 

models was evaluated using error rate, sensitivity, specificity and false alarm rate as metrics. Although the process is 

computationally intensive, it however gives a reliable measure of performance and increased degree of accuracy in 

prediction. 

Prediction accuracy is usually used to measure the classified effectiveness. To determine this, four parameters were 

identified from the results of predictions made by the classifiers during model testing. The parameters are True Positive 

(TP), True Negative (TN), False Positive (FP) and False Negative (FN). TP is the correct prediction of positive cases. 
TN is the correct prediction of negative cases. FP is the number of incorrect prediction of positive cases (negative cases 

predicted as positives) while False Negative refers to the number of correct prediction of negative cases (positive cases 

predicted as negative).  The values of TP, TN, FP, FN are gotten from a Confusion matrix as shown in Table 2. 

Table 2. A Sample of Confusion Matrix  

Predicted as ----- High Low 

High  TP FP 

Low FN TN 
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Data 
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Data 
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Prediction Accuracy is calculated as in Equation 1. 

 

TP TN
Accuracy

TP TN FP FN




  
                                                                     (1) 

 

4.  Results and Discussions  

The pre-processed historical dataset containing eight (8) attributes was used to train the Naïve Bayes, SVM and 

J48 algorithms.  

4.1.  Result of the Classifiers  

For each record in the dataset, a target class defining the classification of risk level was also provided. From the 

dataset of 326 patients’ records with attributes identified to be monitored for diabetes risk, models were obtained from 

training the algorithms. 

A.  Result of Naïve Bayes Classifier  

Table 3 shows the confusion matrix of the classification model of the Naïve Bayes classifier. It shows that a total 

of 311 (95.39%) instances were correctly classified and 15 (4.61%) were incorrectly classified. The approximate rate at 

which the Naïve Bayes classifier generated false alarm in its prediction was 0.0296 (2.96%). 

Table 3. Confusion Matrix of Naïve Bayes Classifier 

Predicted as ----- High Low 

High  180 11 

Low 4 131 

B.  Result of SVM Classifier 

This study uses the John Platt’s Sequential Minimal Optimization (SMO) algorithm in the training of the SVM 

classifier for diabetes risk prediction and implemented in the public domain of the WEKA software. In the WEKA 

implementation of SMO algorithm, by default, all data are normalized, all nominal attributes are transformed into 

binary values and all missing values are globally replaced. The SMO works by breaking the large QP problem down 

into series of smaller 2-dimensional sub-problems.  

Using the pre-processed dataset, the SMO algorithm was trained. Table 4 shows that only 171 (89.53%) of the 191 

‘HIGH’ cases were correctly predicted, implying a true- positive- rate (recall) of 89.53. Furthermore, 132 (97.78%) of 

the 135 ‘LOW’ instances were also correctly predicted, implying a true-negative-rate (specificity) of 97.78. In all, Table 
3 shows that the SMO algorithm correctly predicted 303 (92.94%) instances of the total 326 instances. The false alarm 

rate of the used SVM classifier was 0.0222 (2.22%). 

Table 4. Confusion Matrix of SVM Classifier 

Predicted as - High Low 

High 171 20 

Low 3 132 

C.  Result of the Decision Tree Classifier   

The result of the J48 classifier is as shown in Table 5. It shows that only 310 instances were correctly predicted 

while 16 instances were incorrectly predicted. The graphical representation of the decision tree model is as shown in 

Figure 4. From the tree model, FPG is the most significant factor in predicting the risk of diabetes. The figure also 

shows that the risk of diabetes is higher in females than in males, and this increases with age. The systolic blood 

pressure, aside FPG, is also shown to be very significant to predicting the risk of diabetes. Algorithm 1 shows the ‘If-

Then’ rules extracted from the predictive tree for diabetes mellitus risk.  

Table 5. Confusion Matrix for Decision Tree Model 

High Low Predicted as 

180 11 High 

5 130 Low 
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Fig.4. Visualized Decision Tree for Diabetes Risk Prediction 

Algorithm 1 Decision Rules for Diabetes Risk Prediction 

if fpg ≤ 6.4  

then 

if systolic bp ≤ 130 

 then risk = low  

else 

  if sex= f  

then risk = high 

else 

   if age ≥ 50 

   then risk = high  

else 

   risk = low 

   end if; 

  end if; 

else 

 if fpg > 6.7 

then Risk = High  

else 

   if Systolic bp > 130  

then risk = High 

 else 

if History = Yes then Risk = High 

else 

    Risk = Low 

    end if; 

   end if; 

  end if; 

 end if; 

 

4.2.  Performance Evaluation of the Models  

Performance comparison of the models was carried out using accuracy, recall, specificity, error rate and false 

alarm rate. Table 5 and Figure 5 gives the correctly and the incorrectly instances as predicted by the models. The 

correctly instances were 311, 303 and 310 as predicted by Naïve Bayes, SVM and J48 respectively and incorrectly 
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instances were 15, 23 and 16 respectively. Table 6 and Figure 6 presents a summarized comparison of the individual 

performance of the three SML algorithms. Naïve Bayes has prediction accuracy of 95%, SVM has 93% and Decision 

tree 95% approximately. This shows that Naïve Bayes model is 95% accurate, SVM 93% accurate and decision tree is 

95% accurate. The table shows that SVM has the least prediction accuracy, while Naïve Bayes and J48 algorithms have 

approximately the same performance. These results compared well with others in the field as shown in the level of 

accuracy of the models used. [23] obtained a prediction accuracy of approximately 81%. [24] obtained prediction 

accuracy of 66% with SVM, decision tree 70%, Naïve Bayes 76%. From these results, it is implied that the models used 
in this study have a better performance with higher levels of accuracy. 

The J48 algorithm is also shown to have the highest recall rate, implying that it predicts positive cases of risk more 

accurately than either of the Naïve Bayes and SVM, while SVM has the least recall rate however with the highest 

specificity (enhanced performance for predicting negative cases accurately). The SVM has the least of false alarm rate 

while the J48 algorithm has the highest false alarm rate.  

Table 5. Correctly and Incorrectly Predicted Instances of the Models 

 
Naïve Bayes (NB) SVM J48 

Correctly Predicted Instances 311 303 310 

Incorrectly Predicted Instances 15 23 16 

 

 

Fig.5. Correctly predicted versus Incorrectly Predicted Instances 

 

Fig.6. Performance Comparison of Naïve Bayes, SVM and Decision Tree 
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Table 6. Performance Comparison of Naïve Bayes, SVM and J48 Decision Tree 

 
NB SVM J48 

Accuracy (%) 95.39 92.94 95.09 

Error (%) 4.61 7.06 4.91 

Recall (%) 94.24 89.53 94.24 

Specificity (%) 97.04 97.78 96.3 

False Alarm Rate (%) 2.96 2.22 3.7 

5.  Conclusions  

The prediction of diabetes mellitus risk has been modeled in this study using the classification algorithms of Naïve 

Bayes, Support Vector Machine and J48 of Weka C4.5 decision tree. The diabetes dataset containing attributes 

identified to be relevant to the risk prediction was used to develop the model which was simulated and validated using 

the Waikato Environment for Knowledge Analysis (WEKA). Following the use of the supervised machine learning 

algorithms, the obtained results show that the blood sugar is the most important factor that can be used to measure a 

person’s risk level or chances of developing diabetes, as established in the existing body of knowledge on diabetes. The 

results also show that the systolic blood pressure, family history of diabetes, age and sex of the patient have strong 
correlation with the risk of diabetes. The variables identified by the prediction model and the tree constructed from the 

decision tree using the variables can help provide insight into the relationships that exist between the variables with 

respect to the prediction of diabetes risk in people. The rules of prediction by the decision tree can also be helpful in 

building a rule-based system for diabetes prediction, diagnosis, management and control. The predictive tree obtained 

and the extracted ‘IF-THEN’ rules gave acceptable results when compared with conventional diagnosis process in 

medical practice. Future work could be done by collecting more data samples from more than one race. The data could 

include more attributes, apart from the clinically monitored attributes used in this study. Also, future work can focus on 

quantifying the risk of diabetes and predicting how soon or late a patient will develop diabetes. 
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