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Abstract – We model document summarization as a 
nonlinear 0-1 programming problem where an 
objective function is defined as Heronian mean of the 
objective functions enforcing the coverage and 
diversity. The proposed model implemented on a 
multi-document summarization task. Experiments on 
DUC2001 and DUC2002 datasets showed that the 
proposed model outperforms the other 
summarization methods. 
 
Index Terms – generic summarization; optimization 
model; balancing coverage and diversity; Heronian 
mean; discrete particle swarm optimization; 
estimation of distribution algorithm 

  
 
1. Introduction   
 

With the exponentially growing of the Internet 
technology a huge amount of electronic documents are 
available online. It is difficult to identify the relevant 
information to satisfy the information needs of users. 
This explosion of electronic documents has made it 
difficult for users to extract useful information from 
them, and the user due to the large amount of 
information does not read many relevant and interesting 
documents. Text summarization techniques have been 
found to be effective with regard to helping users find 
relevant information faster. That is why the necessity of 
tools that automatically generate summaries arises. 
These tools are not just for professionals who need to 
find the information in a short time but also for large 
search engines such as Google, Yahoo!, AltaVista, and 
others, which could obtain many benefits in its results if 
they use automatic generated summaries. After that, the 
user only will require the interested documents, reducing 

the flow information. 
 The effectiveness and efficiency of a user's 
performance in an information-seeking task can greatly 
be improved if he/she needs to only look at a summary 
that includes the relevant information presented in 
his/her preferred manner. On the other hand, if the main 
idea is misrepresented and/or omitted altogether from a 
summary, it may take users more time to solve a target 
problem or, even worse, lead users to make incorrect 
decisions. Therefore, there is an important need to design 
a personalized text summarization system that takes into 
account both what a user is currently interested in and 
how a user perceives information. The latter factor is 
referred to as a user's cognitive styles. Paper [1] aims at 
studying the impact of a user's cognitive styles when 
assessing multi-document summaries. In particular, 
authors choose two dimensions of a user's cognitive style 
– the analytic and verbal dimensions – and study their 
impacts on how a user assesses a summary that was 
generated from a set of documents.  

Document summaries can be classified into 
different types according to different dimensions. For 
example, a summary can be either generic summary or 
query-relevant summary (sometimes called query-biased 
summary) [2–5]. A query-relevant summary is biased 
towards a given query or topic, and a generic summary is 
produced without any additional clues and prior 
knowledge. Furthermore, a summary can be either 
abstraction-based or extraction-based. An extraction-
based summary involves merely selecting sentences or 
text segments from the source document, while an 
abstraction-based summary involves paraphrasing 
sections of the source document. In general, an 
abstraction-based summary can condense a text more 
strongly than an extraction-based summary, but it is 
harder than extraction-based summary because it 
requires the use of natural language generation 
technology. Depending on the number of documents to 
be summarized, the summary also can be a single-
document or a multi-document [6]. Single-document 
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summarization can only condense one document into a 
shorter representation, whereas multi-document 
summarization can condense a set of documents into a 
summary. Multi-document summarization can be 
considered as an extension of single-document 
summarization and used for precisely describing the 
information contained in a cluster of documents and 
facilitate users to understand the document cluster. Since 
it combines and integrates the information across 
documents, it performs knowledge synthesis and 
knowledge discovery, and can be used for knowledge 
acquisition. 

Document summarization methods can be broadly 
divided into extractive and abstractive. Extractive 
methods work by selecting a subset of existing words, 
phrases, or sentences in the original text to form the 
summary. In contrast, abstractive methods build an 
internal semantic representation and then use natural 
language generation techniques to create a summary that 
is closer to what a human might generate. Such a 
summary might contain words not explicitly present in 
the original. Extraction methods merely copy the 
information deemed most important by the system to the 
summary (for example, key clauses, sentences or 
paragraphs), while abstraction involves paraphrasing 
sections of the source document. In general, abstraction 
can condense a text more strongly than extraction, but 
the programs that can do this are harder to develop as 
they require the use of natural language generation 
technology, which itself is a growing field. In fact, 
majority of researches have been focused on summary 
extraction. In contrast to extractive techniques, 
abstractive techniques are more complicated to 
implement because they require extensive domain 
knowledge to interpret source texts and generate new 
ones [2, 3, 7]. 

Extractive document summarization clearly entails 
selecting the most salient information and putting it 
together in a coherent summary. The summary consists 
of multiple separately extracted sentences from 
document(s). Obviously, each of the selected sentences 
should individually be important. However, when many 
of the competing sentences are included in the summary, 
the issue of information overlap between parts of the 
output comes up, and a mechanism for addressing 
redundancy is needed. Therefore, when many of the 
competing sentences are available, given summary 
length limit, the strategy of selecting best summary 
rather than selecting best sentences becomes evidently 
important. Selecting the best summary is a global 
optimization problem in comparison with the procedure 
of selecting the best sentences. In addition, it is known 
that coverage and diversity are two main criteria that 
decide the quality of summary. In this paper, we propose 
a new document summarization model via sentence 
extraction to simultaneously deal with these two 
concerns during sentence selection. In present paper, 
document summarization modeled as a 0-1 programming 
problem where an objective function is defined as 
Heronian mean of the objective functions enforcing 

coverage and diversity. This model does not only pick 
sentences from collection with highest significant and 
takes into account overlap information between selected 
sentences. The model employs two levels of analysis: 
first level, every sentence is scored according to the 
features it covers and second level, when, before being 
added to the final summary, the sentences deemed to be 
important are compared to each other and only those that 
are not too similar to other candidates are included in the 
final summary. To solve the optimization problem has 
been used Discrete Particle Swarm Optimization based 
on Estimation of Distribution Algorithm (DPSO-EDA). 
The experimental results suggest that DPSO-EDA is a 
very promising algorithm for general-purpose. The 
performance of the proposed model is tested on 
DUC2001 and DUC2002 data sets and is compared with 
baseline systems. The effectiveness of the proposed 
approach is demonstrated. 

The remaining of the paper is organized as follows. 
Section 2 gives brief review of the document 
summarization methods. Section 3 presents the proposed 
generic document summarization model. Section 4 
describes DPSO-EDA. Section 5 gives some 
experimental results to show the performance of the 
proposed model. Finally, some conclusions are presented 
in Section 6.  
  
2. Related work  
 

Many document summarization methods have been 
proposed in literature. As mentioned earlier, the methods 
for document summarization can be either extraction-
based or abstraction-based. Extraction-based methods 
usually involve assigning a saliency score to each 
sentence and then ranking the sentences in the document 
[2, 5, 7]. This section focuses on extraction-based 
methods. 
 Most recently, the graph-based models have been 
successfully applied for multi-document summarization. 
The models first construct a directed or undirected graph 
to reflect the relationships between the sentences and 
then apply the graph-based ranking algorithms PageRank 
and HITS to compute the rank scores for the sentences. 
The sentences with large rank scores are chosen into the 
summary. The work [8] proposes a document-based 
graph model (denoted as DGM) to explore document 
impact on the graph-based summarization, by 
incorporating both the document-level information and 
the sentence-to-document relationship in the graph-based 
ranking process. Wan and Yang [9] proposed two 
models to incorporate the cluster-level information into 
the process of sentence ranking. The first model is the 
Cluster-based Conditional Markov Random Walk Model 
(ClusterCMRW), which incorporates the cluster-level 
information into the link graph. The second model is the 
Cluster-based HITS Model (ClusterHITS), which 
considers the clusters and sentences as hubs and 
authorities in the HITS algorithm. In [10], the intertopic 
information is used for transferring word importance 
learned from known topics to unknown topics under a 
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  learning-based summarization framework. To mine this 
information, the authors model the topic relationship by 
clustering all the words in both known and unknown 
topics according to various kinds of word conceptual 
labels, which indicate the roles of the words in the topic. 
Based on the mined relationships, the authors develop a 
probabilistic model using manually generated summaries 
provided for known topics to predict ranking scores for 
sentences in unknown topics. 

3. Mathematical formulation of document 
summarization 
 
3.1. The cosine similarity 
 Given a document collection , 
where  is the number of documents. For simplicity, 
the document collection is represented as a set of all 
sentences from all the documents in the collection, i.e. 

},...,,{D 21 Nddd=
N

, 21 s },...,{S nss= , where  denotes i th sentence in D , 
 is the number of sentences in the document collection. 

We first introduce a similarity measure. 

is
n

 When dealing with multi-document summarization, 
existing sentence ranking algorithms often assemble a 
set of documents into one large file. The document 
dimension is ignored. Wei et al. [11] develop two 
alternative models to integrate the document dimension 
into existing sentence ranking algorithms. They are the 
one-layer (i.e. sentence layer) document-sensitive model 
and the two-layer (i.e. document and sentence layers) 
mutual reinforcement model. 

 Let },...,,{ 21 mtttT =  represents all the terms in D , 
where  is the number of different terms. The cosine 
measure is the most popular measure for evaluating text 
similarity based on the vector space model. In this model 
each sentence  is located as a point in a m  
dimensional vector space, . The 
weight  associated with term  in sentence  is 
calculated by the scheme tf-isf. This scheme combines 
the definitions of term frequency and inverse sentence 
frequency, to produce a composite weight for each term 
in each sentence. This weighting scheme assigns to term 
a weight (a weight to a term) in sentence given by 

m

is

ijw
],...,,[ 21 imiii wwws =
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 In [12], the proposed algorithm can adequately 
summarize professional documents that include plural 
sentences having high similarity to the query. This 
algorithm has two steps: first is specifying the 
conformity part for the summary from the document, 
second is generating the summary with easy 
understanding based on the part. In the algorithm, the 
sentence extraction is performed by a paragraph in the 
document. In [13], the best summary is defined to be the 
one, which has the minimum information distance to the 
entire document set. The best update summary has the 
minimum conditional information distance to a 
document cluster given that a prior document cluster has 
already been read. 

)/log( kikik nntfw ×= ,                  (1) 
where  is the term frequency (i.e. denotes how many 
term  occurs in sentence ),  denotes the number 
of sentences in which term  appears. The term 

, which is very often referred to as the isf 
factor, accounts for the global weighting of term . The 
isf factor has been introduced to improve the 
discriminating power of terms in the traditional 
information retrieval. 

iktf
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 Clustering-based summarization methods usually 
perform various clustering techniques on the term-
sentence matrices formed from the documents. After the 
sentences are grouped into different clusters, a centroid 
score is assigned to each sentence based on the average 
cosine (or other) similarity between the sentence and the 
rest of the sentences in the same cluster. Finally, the 
sentences with the highest scores in each cluster are 
selected to form the summary [14–19]. 

 The cosine similarity between sentences 
],...,,[ 21 imiii wwws =  and  can be 

calculated as: 
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1),( ,  .   (2) nji ,...,1, = In recent years, the optimization-based methods 
have been proposed for document summarization. 
Filatova and Hatzivassiloglou [20] modeled extractive 
text summarization as a maximum coverage problem 
that aims at covering as many conceptual units as 
possible by selecting some sentences. McDonald [21] 
formalized text summarization as a knapsack problem 
and obtained the global solution and its approximate 
solutions. Takamura and Okumura [22] represented text 
summarization as maximum coverage problem with 
knapsack constraint. Cheung et al. [23] proposed a 
formal optimization-based method for summarization 
content selection based on the p-median clustering 
paradigm, in which content selection is viewed as 
selecting clusters of related information. The work [24] 
introduces an optimal formulation for the widely used 
greedy maximum marginal relevance (MMR) algorithm. 
The optimization problems are formulated as an integer 
linear programming.  

 
3.2. Optimization model 
 In multi-document summarization, diversity is a 
particularly important issue since sentences from 
different documents might convey the same information. 
A high quality summary should not only be informative 
about the remainder but also be compact. Sentence 
selection is the most important step for processing 
sentences as this step actually adds sentences to the 
summary. Its consideration in multi-document 
summarization should not be based solely on having the 
highest relevance score, but also on sentence length and 
redundancy removal. This section generates a summary 
by selecting salient sentences in given documents taking 
into account overlap information between selected 
sentences.
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 Objective for enforcing coverage. This objective 
attempts to find a subset of the sentences 

 that covers the main content of the 
document collection. Let  be the set of sentences 
constituting a summary, then we would like to maximize 
the similarity  between the document 
collection and the summary. A major aspect identifying 
relevant information is to find out what a document 
about. A document will generally contain a variety of 
information centered on a main theme, and covering 
different aspects of the main topic. Coverage means that 
the generated summary should cover all subtopics as 
much as possible. Poor subtopic coverage is usually 
manifested by absence of some summary sentences. The 
following objective function is introduced to enforce 
coverage: 
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 Here O  and  denote the centers of the collection 

 and the summary , 

respectively, where  denotes a binary variable of the 
presence of sentence  in the summary and  is the 
concatenation operation. Sentence concatenation is the 
operation of joining the sentences end-to-end. Higher 
value of  corresponds to higher content coverage 
of summary. 
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where  denotes the number of sentences in the 
summary  and . 

Sn
S mk ,...,1=

 Objective for enforcing diversity. When generating 
a summary, we also need to deal with the problem of 
repetition of information. This problem is especially 
important for multi-document summarization, where 
multiple documents will discuss the same topic.  
 Diversity argues that a summary should not contain 
similar sentences. In other words, sentences in a 
summary should have little overlap with one another in 
order to increase diversity. The following objective 
function models diversity:  

∑ ∑−= +=
−=

1

1i 1diver )),(1(
n n

ij jiji xxsssimf .        (6) 

Higher value of  corresponds to lower overlap in 
content between sentences  and , i.e. higher value 
of objective (6) provides high diversity in the summary. 

)(diver ⋅f
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 Constructing a single aggregate objective function. 
In general, in a multiobjective optimization problem, it is 
not possible to find a single solution that optimizes all 

objectives simultaneously. Therefore, one is interested to 
explore a set of solutions, called the Pareto optimal set, 
which are not dominated by any other solution in the 
feasible set. The corresponding objective vectors of these 
Pareto optimal points, named efficient points, form the 
Pareto front on the objective space. The most traditional 
approach to solve a multiobjective optimization problem 
is to aggregate the objectives (3) and (6) into a single 
objective. In this study, to aggregate the objectives  
and  into a single objective the Heronian mean is 
used. Thus, we have the following model: 
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where  is the length of summary, and  is the length 
of sentence .  

L il

is
 Since the model (7)-(9) is an NP-hard problem, it 
cannot generally be solved in polynomial time. 
Therefore, to solve the problem (7)-(9) we utilized the 
DPSO-EDA proposed in [25]. 
 In the following section, firstly, the PSO and EDA 
are briefly reviewed, and then the DPSO-EDA is 
described [25]. 
 
 4. DPSO-EDA 
 The idea behind the PSO is to learn from 
individual’s own experience and the best individual 
experience in the whole swarm. Among the existing 
metaheuristic algorithms, a well-known branch is the 
PSO which is a stochastic search procedure based on 
observations of social behaviors of animals, such as bird 
flocking and fish schooling. PSO has some advantages, 
such as parallel processing, good robustness and high 
computational efficiency, and these features have been 
successfully applied to a variety of complex optimization 
problems [26].  
 PSO is a swarm intelligence-based optimization 
technique, inspired by the social behavior of bird 
flocking, in which a swarm of some particles/birds 
gradually improve their movement towards a piece of 
food. Unlike many other metaheuristics, such as genetic 
algorithm and differential evolution, which use random 
solutions for generating new solutions, PSO uses some 
previously explored best particles (solutions) for 
improving a particle in question. This characteristic of 
PSO increases its probability for generating good 
particles, and hence, to converge faster to the optimum. 
At any instant of PSO, a particle changes its velocity 

)](),...,([)( 1 tvtvtV inii =  and position 
)](),...,([)( 1 txtxtX inii =  by exploiting the best position 

attained so far by itself (personal 
best) or by any other particle of the swarm 
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bestbest ggG =  (global best). The mathematical 
formulation of PSO for a swarm of  particles can be 
expressed as below [26]: 

swN
where  and  are the initial values of the 
acceleration coefficients  and , and  and  are 
the final values of the acceleration coefficients   and 

, respectively. The objective of this modification is to 
boost the global search over the entire search space 
during the early part of the optimization and to 
encourage the particles to converge the global optima at 
the end search. An improved optimum solution observes 
when  decreases from 2.5 to 0.5 whereas  increases 
from 0.5 to 2.5 over the full range of the search. 
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where ω  is the inertia factor that weights the previous 
particle’s velocity,  indicates the iteration 
number.  is the cognition learning factor and  is the 
social learning factor;  and are two independent 
random numbers uniformly distributed within the 
interval  and the values of  and  are not the 
same for every iteration.  
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r] 1 2r  In the PSO, the inertia weight in (10) linearly 
decreases during the search iteration by (16):  
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,          (16)  The constants  and  are used to weight the 
velocity towards the particle’s personal best, 

, and the velocity towards the global 

best solution, ( , found so far by the 
whole swarm.  
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where maxω  and minω  represent the higher and lower 
inertia weight values to control the inertia, respectively. 
The values of w  decrease from maxω  to minω . t  is the 
current iteration and  is the maximum number of 
iterations. Through empirical studies, it has been 
observed that the optimal solution can be improved by 
varying the value from 0.9 at the beginning of the search 
to 0.4 at the end of the search for most problems. 

maxt The personal best position of particle  at iteration 
is calculated as: 
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where  is the objective function (7) to be maximized.  )(⋅f
At the iteration t  the best position of swarm is 

computed as:  
{ ))((,...,))((max)( 1 txftxftg

swarmN
best = }.    (13) 

 Population size plays an important role in 
evolutionary methods. Robustness and computation cost 
of the algorithm are also affected by it. Small population 
size may result in local convergence; large size will 
increase the computational efforts and may make slow 
convergence. Thus, an appropriate population size can 
maintain the effectiveness of the algorithm. It is quite a 
common practice in the PSO literature to limit the 
number of particles to the range from 20 to 60 [26]. 

 The position vector  (12) represents the best 

position of particle  till the 

)(tpbest
i

ix t th iteration and  
(13) represents the best position in the swarm at the 

)(tg best

t th 
iteration. 

 Most versions of PSO have operated in continuous 
and real number space. In continuous versions of PSO, 
described by Eqs. (10) and (11), velocity updating 
equation (Eq. (10)) consists of three parts. The first is 
previous velocity of the particle, the second and third 
parts are the terms associated with their best solutions in 
the past including personal best solution and global best 
solution. For a discrete problem expressed in a binary 
notation, a particle moves in a search space restricted to 
0 or 1 on each dimension, and thus updating a particle 
represents changes of a bit that should be in either state 1 
or 0.  

The coefficients  and  are recommended to 
keep the following relationship: , where  is 
equal to  and ranges from . A usual choice for 
the acceleration coefficients  and  is 

 [26]. However, other settings were also 
used in different papers. Ratnaweera et al. [27] 
introduced time-varying acceleration coefficients, which 
reduces the cognitive component,  and increases the 
social component, c  of acceleration coefficient with-
time. With a large value of  and a small value of  at 
the beginning, particles are allowed to move around the 
search space, instead of moving toward personal best. A 
small value  and a large value of  allow the 
particles converge to the global optima in the latter part 
of the optimization. The time-varying acceleration 
coefficients are given in Eqs. (14) and (15): 
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 Kennedy and Eberhart [28] developed a discrete 
PSO (DPSO) to solve combinatorial optimization 
problems. In the discrete version, a particle moves in a 
state space restricted to 0  and  on each dimension, 
where  represents the probability of bit  
taking the value 1 . Thus, the step for updating  

remains unchanged as shown in Eq. (10), except  

and  are integer numbers in  in binary case. 
The resulted changes in position are defined as follows: 

1
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where  is a uniform random number. 1rand0 ≤≤ j

 In (17), the velocity value is constrained to the 
interval  using the following sigmoid function:  ]1,0[
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where denotes the probability of bit  
taking 1. 
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 To avoid approaching 1  or , a constant 
 as a maximum velocity is used to limit the range of 
, that is, . 
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 More details about PSO can be found in [26, 29], 
which are comprehensive reviews published more 
recently. 
 To extend PSO to solve combinatorial optimization 
problems, Wang et al. [25] proposed a discrete PSO 
based on EDA (DPSO-EDA), which combines the 
information sharing mechanism of PSO and the idea of 
EDA.  
 Estimation of distribution algorithms (EDAs) are 
nature-inspired optimization methods, which guide the 
search process by estimating a probability distribution of 
the high quality individuals. The individuals encode 
possible solutions for the optimization problem. Instead 
of operating on individuals, EDAs are population-based 
stochastic heuristics. They replace the recombination and 
mutation in the standard genetic algorithms, with the 
estimation of a joint probability model. This new model 
can be used to generate new individuals.  
 In the DPSO-EDA, let , 

, be particle i  with  bits at iteration 
)](),...,([)( 1 txtxtX inii =

n}1,0{)( ∈txij t . 
The DPSO-EDA for the th bit of particle i  is 
described as follows: 
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threshold function and a mutation or bit flipping function, 
respectively, and they are defined as follows:  
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 Thus, only one of the three terms on the right hand 
side of Eq. (19) will remain dependent on the current 
random number produced by function 

,  mutates the binary bit  with a 
small mutation probability . 

)(rand )(mutate y y
pm

 In order to keep the diversities in particle swarm, a 
mutation operator is also incorporated into the proposed 
algorithm. After each bit is decided in accordance with 
estimated marginal distribution, the mutation operator 

independently flips the bit of an individual with a 
mutation probability. 
 Then some explanations about the three terms on the 
right hand side of Eq. (19) are given. The first term is to 
keep the previous state of particle, and the third term is 
to learn from global best solution. In the second term, the 
idea of EDA is incorporated, and therefore a particle can 
learn from the global statistical information collected by 
the personal best experiences of all the particles. 
 The probability vector in the proposed algorithm can 
be learned and updated at each iteration for modeling the 
distribution of promising solutions. The DPSO-EDA 
uses a probability vector  to 
characterize the distribution of promising solutions in the 
search space, where  is the probability that the value 
of the th position of a promising solution is 1. New 
offspring solutions are thus generated by sampling the 
updated solution distribution model. The second term on 
the right hand side of Eq. (19) is determined by the 
probability vector 

),...,,...,( 1 nj pppP =

),..., nj pp

jp

( p

j

,...,1P =  in the following 
way: 
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=
otherwise0
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ij

p
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 In the sampling process above, a bit is sampled from 
the probability vector P  randomly. 
 The probability vector P  is initialized by the 
following rule: 

sw

N

i
best
ij

j N

p
p

sw∑== 1 .                      (23) 

jp  is the percentage of the binary strings with the value 
of the th element being 1.  can also be regarded as 
the center of the personal best solutions of all the 
particles. 

j jp

 The probability vector in the DPSO-EDA can be 
learned and updated at each iteration for modeling the 
distribution of promising solutions. Since some elements 
of the offspring are sampled from the probability vector 
P , it can be expected that the offspring should fall in or 
close to a promising area. The sampling mechanism can 
also provide diversity for the search afterwards. At each 
iteration in the DPSO-EDA, the personal best solutions 
of all the particles are selected and used for updating the 
probability vector P . Therefore, the probability vector 
P  can be updated in the same way as in the population-
based incremental learning algorithm (PBIL) [30]: 

sw

N

i
best
ij

jj N

p
pp

sw∑=+−= 1)1( λλ ,           (24) 

where ]1,0(∈λ  is the learning rate. As in the PBIL, the 
probability vector P  is used to generate the next set of 
sample points. 
 The learning rate λ  balances the contributions 
between the old statistical information extracted from 
personal best solutions of the historical particles and the 
information of the personal best solutions of the current 
particles to the new prob ility vector. The bigger ab λ  is, 
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the greater the contribution of personal best solutions of 
the current particles is. The setting of the learning rate 
has a direct impact on the trade-off between exploration 
and exploitation ability. For example, if the learning rate 
is , there is no exploitation of the information gained 
through search. As the learning rate is increased, the 
amount of exploitation increases, and the exploration 
ability to search large portions of the problem space 
diminishes. 

0

 
5. Experiments 
In this section, the data set, evaluation metrics, the 
parameter setting of the DPSO-EDA are described, and 
then the experiment results for the proposed method are 
given. 
 
5.1 Data Set 
 Generic multi-document summarization has been 
one of the fundamental tasks in DUC2001 [31] and 
DUC2002 [32] (i.e. task 2 in DUC2001 and task 2 in 
DUC2002), and we used the two tasks for evaluation. 
The two tasks aimed to evaluate generic summaries with 
a length of approximately 100 words or less. DUC2001 
provided 309 news articles collected from TREC-9, and 
DUC2002 provided 567 English news articles collected 
from TREC-9 for the multi-document summarization 
task. The DUC2001 documents could be categorized into 
30 news topics and the DUC2002 documents could be 
categorized into 59 news topics. Table 1 gives a short 
summary of the datasets. The sentences in each article 
have been separated and the sentence information has 
been stored files. 
 

Table 1: Summary of datasets 
 DUC2001 DUC2002
Task Task 2 Task 2 
Number of documents 309 567 
Number of clusters 30 59 
Data source TREC-9 TREC-9 
Summary length 100 words 100 words

  
All the documents were segmented into sentences 

using a script distributed by DUC. For the similarity 
calculation between sentences, the stopwords were 
removed and the remaining words were stemmed using 
Porter’s stemmer [33]. For removing the stopwords, the 
stoplist from [34] was used.  
 
5.2. Evaluation metrics 
 For evaluation, the ROUGE (Recall-Oriented 
Understudy for Gisting Evaluation) toolkit is used. 
ROUGE package is introduced by Lin and Hovy [35], 
which proposed that the summarization system can be 
evaluated by the unigram co-occurrence with human 
judges. ROUGE was adopted by the DUC conference 
only from 2004 onwards. It includes measures, ROUGE-
N, ROUGE-L, ROUGE-W, ROUGE-S and ROUGE-SU, 
which automatically determine the quality of a machine 
summary by comparing it to other (ideal) summaries 
created by humans. These measures evaluate the quality 

of the summarization by counting the number of 
overlapping units, such N-grams, between the generated 
summary by a method and a set of reference summaries.  

ROUGE-N measure compares N-grams of two 
summaries, and counts the number of matches. This 
measure is computed as [35]: 

ROUGE-N=
∑ ∑

∑ ∑

∈ ∈

∈ ∈−

ref

ref

SummS S

SummS S
match

Count

Count

gram-N

gramN

)gram-N(

)gram-N(

,    (25) 

where N stands for the length of the N-gram, 
is the maximum number of N-grams 

co-occurring in candidate summary and the set of 
reference-summaries.  is the number of 
N-grams in the reference summaries.  

gram)(N-matchCount

gram)(N-Count

 For evaluation of the method, two of the ROUGE 
metrics in the experimental results is used: ROUGE-1 
(unigram-based), ROUGE-2 (bigram-based). ROUGE-1 
and ROUGE-2 compare the unigram and bigram overlap 
between the system summary and the manual summaries 
created by human, respectively.  
 
5.3. Parameter setting of the DPSO-EDA 
 The parameters of the DPSO-EDA are set as follows: 
the swarm size, 50=swN ; the number of iteration, 

500max =t
221 cc fi

; the cognitive and social parameters, 
5.== , 5c 021 .c if == , and the inertia weight, 

90max .w = , 4.0min =w . The constant  is set to 5  
for all the particles. The optimization procedure used 
here is stochastic in nature. Hence, for each criterion 
function it has been run several times. The results 
reported in experiments are averages over 20 runs for 
each method.  

maxv

 In the DPSO-EDA, there are also several parameters 
to be selected: , , mutation rate pm  and learning 
rate 

1w 2w
λ . In the DPSO-EDA, the value of  is 

dynamically tuned from  to  according to the 
number of generations such that more exploration search 
is pursued during the early generations and the 
exploitation search is emphasized afterward: 

1w
4.0 0

min
1

max

maxmin
1

max
11

)(
)( w

t
tt

www +
−

−= ,          (26) 

where  and  represent the higher and 
lower values, respectively.  

4.0max
1 =w 0min

1 =w

The value of  determines the relative importance 

of  and , therefore  is set. The 
bit mutation probability  is set to a small value 0.001. 
The parameter 

2w

.0

best
ip bestg 8.02.0 12 += ww

pm
1=λ  is also set.  

 All the simulations were implemented in Delphi 7 
on a Pentium Dual CPU, 1.6 GHz PC with 512 KB 
cache and 1 GB of main memory in Windows XP 
environment. 
 
5.4. Performance evaluation 
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The proposed method is compared with the following 
methods: DGM [8], ClusterHIST [9], ClusterWICER 
[19], and UnifiedRank [36]. All the simulations were 
implemented in Delphi 7 on a Server running Windows 
Vista with two Dual-Core Intel Xeon CPU 4 GHz and 
4Gb memory. 

DUC2002
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Table 2: Comparison results on DUC2001 

Methods ROUGE-1 ROUGE-2
Our method 0.3993 0.0832 

DGM  0.3735 0.0661 
ClusterHITS 0.3742  0.0688 

ClusterWICER 0.3814 0.0751 
UnifiedRank 0.3636  0.0650  

Figure 2. Comparison of the methods on DUC2002 
 

Compared with the method ClusterWICER on 
DUC2001 (DUC2002) dataset the proposed method 
improves the performance by 4.69 (6.21)% and 10.79 
(13.62)% in terms ROUGE-1 and ROUGE-2 metrics, 
respectively. For comparison, the relative improvement 
is used. The relative improvement is calculated as 

aab /100*)( −  when  is compared to . b a

 
Table 3: Comparison results on DUC2002 

Methods ROUGE-1 ROUGE-2
Our method 0.4172 0.1026 

DGM  0.3901 0.0877 
ClusterHITS 0.3855  0.0865 

ClusterWICER 0,3928 0,0903 
UnifiedRank 0.3834  0.0786  

 
6. Conclusion 

  In the paper, a novel text summarization model 
based on 0-1 non-linear programming problem is 
proposed. The proposed model covers main content of 
the given document(s) through sentence assignment. 
When comparing the proposed method to several 
existing summarization methods on DUC2001 and 
DUC2002 datasets, we found that the proposed method 
could improve the summarization results significantly. 
The methods were evaluated using ROUGE-1 and 
ROUGE-2 metrics. 

The proposed method first run on DUC2001 
dataset. Further, the experiment is extended on 
DUC2002 dataset. Tables 2 and 3 provide the ROUGE 
scores of the methods on DUC2001 and DUC2002 
datasets, respectively. As seen among other methods the 
ClusterWICER shows the best results compared to DGM, 
ClusterHITS, and UnifiedRank methods.  

For visually illustration of the comparison, we use 
Figures 1 and 2. We subtract the UnifiedRank score (the 
worst score) from the scores of all the other methods and 
add the number 0.01 so that the difference can be 
observed more clearly. 
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