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Abstract— Ever since the introduction of rough sets by 

Pawlak as a model to capture uncertainty, it has drawn 

much attention from both theoretical and application 

point of view. Classifications of universes play very 

important roles in several fields of study. The study of 

rough definability of classifications was initiated by 

Busse. The properties of approximations of 

classifications were established in the form of four 

theorems and were used to define the types of 

classifications. These results were generalised to 

develop two theorems of necessary and sufficient type 

were established by Tripathy et al , from which several 

results including the four theorems of Busse could be 

derived as corollaries. Recently, rough sets based on 

Multigranulation were introduced and studied by Qian 

et al. Also, it  has been extended to include incomplete 

informat ion systems. Many of these results are extended 

to the mult igranular cases. In this paper, we extend the 

properties of types of classifications to the 

multigranular context. Also, we introduce some 

parameters like the accuracy of approximat ion and the 

quality of approximat ion of classifications with respect 

to Multigranulations. We have obtained interesting 

criteria under which both types of Multigranulations 

reduce to single granulation. Also, some algebraic 

properties of Multigranulations are derived. 

 

Index Terms— Rough Sets, Optimistic 

Multigranulation, Pessimistic Multigranulat ion, 

Classification, Approximations 

 

I. Introduction 

Rough set
[1]

 is one of the best models in today’s 

world to model uncertainty in data and analyse. The 

basic model introduced by Pawlak depends upon 

equivalence relations defined over a universe of 

discourse. In fact, in this approach a rough s et is 

represented by a pair of crisp sets called the lower and 

upper approximations. Classification of universes play 

very important role in rough set theory. Approximat ions 

of classificat ions introduced and studied by Busse
[2]

 

reveals some important and interesting results. It has 

been observed that not all properties of indiv idual rough 

sets can be extended to the case of classificat ions. In 

fact Busse
[2]

 established four theorems as properties of 

classifications and these results could be used in 

generation of rules.  

As noted by Pawlak
[3]

 the study of approximation of 

classification would shed lights on complements in case 

of multivalued logic. Tripathy et al 
[4, 5]

 have unified the 

four theorems of Busse in the sense that they 

established two theorems of the necessary and sufficient 

type, from which several results including the theorems 

of Busse can be derived. Also, their results confirm to 

the prediction of Pawlak. These four theorems are 

important for deriving rules from informat ion systems
[6, 

7]
. More importantly, it is shown here that there are 11 

cases as far as the types of classifications from which 

only five were considered by Busse. However, the other 

types of classifications reduce either directly or 

indirectly  to the five cases considered by Busse. 

Another interesting aspect of the results in
[4, 5]

 is the 

enumeration of possible types
[3, 8, 9]

 of elements in a 

classification, which is based upon the types of rough 

sets introduced by Pawlak
[3]

 and carried out fu rther by 

Tripathy et al 
[4, 5]

.  

The above results on approximation  of classificat ions 

from the granular computing point of v iew depend upon 

single granulation. Recently, two types of 

Multigranulations using rough sets were introduced in 

the literature. These are termed as optimistic
[10]

 and 

pessimistic
[11]

 Multigranulation. In this paper, we have 

attempted to extend the results of Tripathy et al 
[4, 5]

 to 

the Multigranulation context. The study of types of 

basic rough sets from the optimistic as Mult igranulation 

point of view is done in 
[12, 13]

 and from the pessimistic 

Multigranulation point of view is done in
[13]

. In this 

paper, we start with the establishment of some algebraic 
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properties of multigranular rough sets. In fact we find 

out the conditions under which the two types of 

Multigranulations reduce to single granulation. Also, 

sufficient conditions for two  inclusions to be equalities 

in the optimistic Mult igranulation case, which are 

equalities under single granulation are obtained and are 

shown to be not necessary. 

The organization of the rest of the paper is as follows. 

In section 2 we present some defin itions and notations 

to be used throughout the paper. We state some of the 

existing properties of mult igranulations in section 3 

followed by some interesting algebraic properties on 

multigranulat ions. Section 4 comprises of some 

theorems on approximation of classifications in multi-

granulations. Some measures of quality of multigranular 

approximations and their properties are presented in 

section 5. We conclude the work done in the paper in 

section 6 and provide references to different sources 

consulted during the compilat ion of this work in  section 

7. 

 

II. Definitions and Notations 

In this section we provide some definit ions and 

notations to be used throughout this paper. 

 

2.1 Basic Rough Set Theory 

Let U be a universe of discourse and R be an 

equivalence relation over U. By U/R we denote the 

family of all equivalence classes of R, referred to as 

categories or concepts of R and the equivalence class of 

an element x U  is denoted by
 

R
x

. By a knowledge 

base, we understand a relational system K = (U, P), 

where U is as above and P is a family of equivalence 

relations over U. For any subset
Q ( ) P 

, the 

intersection of all equivalence relat ions in Q is denoted 

by IND(Q) and is called the indiscernibility relation 

over Q. Given any X  U and R IND (K), we 

associate two subsets, 

 R andRX = x U / [x] X { / [ ] }RRX x x X  
, 

called the R-lower and R-upper approximat ions of X 

respectively. The R-boundary of X is denoted by 

( )BN XR  and is given by
 RBN X  = RX - RX

. The 

elements of RX  are those elements of U, which can 

certainly be classified as elements of X, and the 

elements of RX  are those elements of U, which can 

possibly be classified  as elements of X, employing 

knowledge of R. We say that X is rough with respect to 

R if and only if RX RX , equivalently
 RBN X 

. X 

is said to be R-definable if and only if RX = RX  

or RBN (X) =
. 

2.2 Rough Set Approximation Based on Multi -

Granulations 

The concept of granular computing was introduced 

by Zadeh. According to this concept an equivalence 

relation on the universe can be regarded as a granulation, 

and a partition on the universe can be regarded as a 

granulation space. As mentioned earlier, from the 

granular computing point of view, two types of 

Multigranulations have been defined using rough sets.  

The optimistic multigranular rough sets were 

introduced by Qian
[10]

 as follows. We note that in the 

beginning there was only one type of Mult igranulation 

and it was not named as optimistic. After the 

development of a second type of Multigranulation, the 

first one was called optimistic and the second one was 

called as pessimistic. We note that we are considering 

double granulation only. For granulations of higher 

order, the definit ions and properties are similar. The 

notations used for the two types of Multigranulations 

were different in the original papers. But we follow the 

notations used in a recent paper by Tripathy et al [
13]

. 

That is we use R+S for optimistic Multigranulat ion and 

R S  for pessimistic Multigranulat ion, where R and S 

are two equivalence relations on U.   

 

Definition 2.2.1: Let  K= (U, R) be a knowledge base, 

R be a family of equivalence relations, X U  

and ,R S R . We define the optimistic mult i-granular 

lower approximat ion and optimistic mult i-granular 

upper approximation of X with respect to R and S in U 

as 

 X { x |  [x] X or [x] X}R SR S   
                (1) 

and  

 X  ~ ( (~ )).R S R S X  
                                (2) 

 

Definition 2.2.2: Let  K= (U, R) be a knowledge base, 

R be a family of equivalence relations, X U  

and ,R S R . We define the pessimistic multi-granular 

lower approximation and pessimistic mult i-granular 

upper approximation of X with respect to R and S in U 

as 

 X { x | [x] X and [x] X}RR S S   
                (3) 

and  

 X  ~ ( (~ )).R S R S X                                           (4) 

 

2.3 Multi-granular Approximations of 

Classifications 
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We recall that a classification F = 

{ , , ..., }1 2X X Xn of a universe U is such that 

X X =  for i j and .i j
1

n
X Uk

k
  

  

The approximations (lower and upper) of a 

classification F was defined by Busse as  

{ , , ..., }1 2RF RX RX RXn
                                  (5) 

and  

{ , , ... }1 2RF RX RX RXn
                                   (6) 

For any two equivalence relations R and S over U, 

the lower and upper optimistic mult igranular rough 

approximations and pessimistic multigranular 

approximations are defined in a natural manner as  

R+SF={R+SX ,R+SX ,...,R+SX }1 2 n

and

R+SF={R+SX ,R+SX ,...R+SX }1 2 n





                   (7) 

R*SF={R*SX ,R*SX ,...,R*SX }1 2 n

and

R*SF={R*SX ,R*SX ,...R*SX }1 2 n





                      (8) 

 

III. Properties of Multigranulations 

We present below some properties of 

Multigranulations which shall be used in this paper to 

establish the results. 

 

3.1 Properties of Optimistic Multigranular Rough 

Sets 

The following properties of the optimistic 

multigranular rough sets were established in 
[10, 11]

. 

(R + S)(X) X (R + S)(X) (9)

(R+S)( )= = (R+S)( ),
(10)

(R+S)(U)= U=(R+S)(U)

  

 




  

(R + S)(~ X) =~ (R + S)(X) (11)

(R + S)(X) = RX SX (12)
 

( )( ) (13)R S X RX SX 
 

(R +S)(X) = (S+R)(X),
(14)

(R +S)(X) = (S+R)(X)



  

(R + S)(X Y) (R + S)X (R + S)Y (15)
 

(R + S)(XUY) (R + S)X U (R + S)Y (16)
 

(R + S)(XUY) (R + S)XU(R + S)Y (17)
 

(R + S)(X Y) (R + S)X (R + S)Y (18)
 

 

3.2 Properties of Pessimistic Multigranular Rough 

Sets 

The following properties of the pessimistic 

multigranular rough sets which are parallel to the 

properties in 3.1 were established in 
[11]

.  

(R * S)(X) X (R * S)(X) (19)

(R * S)( ) = = (R * S)( ), (R * S)(U) = U = (R * S)(U) (20)

(R * S)(~ X) =~ (R * S)(X) (21)

(R * S)(X) = RX SX (22)

(R * S)(X) = RXUSX (23)

(R * S)(X) = (S * R)(X), (R * S)(X) = (S * R)(X) (24)

  

 

 

(R * S)(X Y) (R * S)X (R * S)Y (25)

(R * S)(X Y) (R * S)X (R * S)Y (26)

(R * S)(X Y) (R * S)X (R * S)Y (27)

(R * S)(X Y) (R * S)X (R * S)Y (28)








 

 

3.3 Algebraic Properties of Multigranulations 

In this section we establish some algebraic properties 

of both types of Multigranulations. It  is interesting to 

find conditions or the cases under which the two types 

of Multigranulations reduce to single granulation rough 

sets. In this section we find out the solutions to this 

problem. 

 

Theorem 3.3.1: Let R and S be two equivalence 

relations on U and X U . Then  

R + SX = R X and R + SX = R X
 

when S = U U                                            (29)  

R *SX = RX and R *SX = RX
 

when S = {(x, x) | x U }.                                    (30) 

 

Proof of (29)  

In this case 
[ ] .Sx U

So that 

[x] X is not satisfied for any X other than U itself.
S

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So, if X U then 
[ ]Sx X

is not satisfied for any x 

in U. Hence R SX   
{ / [ ]x x X orR 

 

[ ] }Sx X
reduces to 

{ / [ ] }Rx x X
= .RX  

Also, 
R + SX =~ R + S(~ X)

 
=~ R(~ X)

 .RX  

 

Proof of (30) 

In this case 
[ ] { }, .Sx x x U  

 So that 

[x] X is satisfied for any x  X.
S
 

Hence,  

{ / [ ] [ ] }R SR SX x x X and x X   
reduces to 

{ / [ ] }Rx x X
= .RX  As R S X X  , it is not necessary 

to consider elements x outside X. 

Also, 
~ (~ ) ~ (~ ) .R SX R S X R X RX    

 

The proofs of the following properties of 

Multigranulations follow from their definitions: 

 

Theorem 3.3.2: With the same notations as in Theorem 

3.3.1, the following properties are satisfied by ‘+’ and 

‘*’: 

R SX S RX    and R SX S RX                  (31) 

( ) ( )R S TX R S T X    
and  

( ) ( )R S TX R S T X    
                                (32) 

R SX S RX    and R SX S RX                      (33) 

( ) ( )R S TX R S T X    
 and  

( ) ( )R S TX R S T X                                         (34) 

Next, we prove two theorems which provide 

sufficient conditions for equality to hold in two 

inclusions in the Multigranulation case, which were true 

without any condition in the single granulation case. 

 

Theorem 3.3.3: 
[ ] [ ]RX SY and RY SX  

 is 

a sufficient but not necessary condition 

for
( ) ( ) ( )R S X Y R SX R SY   

. 

Proof: We note that the following property hold for 

optimistic Multigranulation: 

( )R S X Y  ( ) ( )R SX R SY 
 

 
[ ] [ ]RX SY RY SX

               (35) 

So, clearly the condition given is sufficient for the 

equality to hold. As expected, it fo llows from Theorem 

3.3.1 and the fo llowing steps that the equality holds 

when S = .U U  

( ) ( ),R S X Y R X Y 
as above. Similarly, 

R SX RX  and R SY RY  . Again, 

RX SY RX and .RY SX RY So, the right hand 

side of (35) is equal to .RX SY However, 

[ ] [ ]RX SY and RY SX  
  may not satisfied 

in this case. Since
[ ]x U

S


for any x U , it follows  

that .SX SY U  So that 
[ ]RX SY RX

and 

[ ]RY SX RY
. So, the condition is not necessarily 

true.  

Theorem 3.3.4: 
RX SY = U and RY SX = U

is a 

sufficient but not necessary condition for  

R + S(X Y) = R + SX R + SY.  

 

Proof: We note that the following property hold for 

optimistic Multigranulation: 

R + S(X Y) =  

R + SX R + SY (RX SY) (RY SX)              (36) 

So, the condition is clearly sufficient for the equality 

to hold. As expected, it  follows from Theorem 3.3.1 and 

the following steps that equality holds when S = .U U  

We have R + S(X Y) = R(X Y),  

R + SX = RX and R + SY = RY.
Also, (RX SY) RX  

and (RY SX) RY.
So, the right hand side of (36) is 

equal to the left  hand side. Since S[x] = U
for any x U , 

it fo llows that SX = SY = .  So, 

(RX SY) = RX and (RY SX) = RY.
So, the condition 

is not necessarily true.  

 

IV. Theorems on Approximations of Classifications 

in Multi-Granulations 

We use the notation in this section as 
{1, 2, 3,.... }N nn 

 

,For any N  I denotes the complementC

nI  . 

 of I in N .n
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Theorem 4.1: For any   NnI  

R S  ( 
Xi

i I ) = U, if and only if  

R S
( 

C
X j

j I ) = 


.                                        (37) 

( )R S X Ui
i I

 
   if and only if 

( ) .
C

R S X j
j I

 
                                              (38) 

Proof: We only prove (37). The proof o f (38) is similar. 

Only instead of (1) we have to use (2). 

 

The proof follows from the equivalences below. 

R S ( 
Cj I

X j
 ) = 


 

     
R S

( U \  
Xi

i I ) = 


 

     ~ R S ( 
Xi

i I ) = 


    (by (1)) 

     R S ( 

Xi
i I ) = U 

 

Corollary 4.1:   Let F, U, R and S be as in section 3.  

(i)  If 
R S ( 

Xi
i I ) = U, then 

R S
 Xj = 


 

for each j  I
C
. 

(ii) 
If R *S( X ) = Uthen R + S(X ) =

i ji I


  
C

foreach j I .
 

 

Proof: By Theorem 4.1 and from the hypothesis we get 

R S
( 

Cj I

X j


) = 


 . Now, as  

R S
Xj 
   

R S
( 

Cj I

X j


) for each j   I
C 

  the 

conclusion in (i) follows. 

Proof of (ii) is similar. 

 

Corollary 4.2: For each
i Nn

,  

(i) SR  ( Xi) = U if and only if R + S (

X
jj i ) =


. 

(ii) 

R *S(X ) = Uif andonlyif R *S( X ) = .
i jj i


  

 

Proof: Taking I = {i} in Theorem 4.1 we get these 

results 

 

Corollary 4.3: For each 
i Nn

  

(i) R + S ( Xi) = 


 if and if R + S (

X
jj i ) = U. 

(ii)
R *S(X ) = if andonlyif

i
 R *S( X ) = U.

jj i  

 

Proof: Taking I = {i}
C
 in Theorem 4.1 we get this result. 

 

Corollary 4.4: (i) If there exists ni N
such that 

R + SX = U
i then for each 

j( i) N ,n 
 
R + SX = .

j


 

(ii)If there exists 
i Nn

such that 
R *SX = U

i then 

for each 
j( i) N ,n  R *SX = .

j


 

 

Proof: (i) From Corollary 4.2, 

R + SX = U R + S( X ) =
i jj i

R + SX = ; foreach j i.
j








 
 

Proof of (ii) is similar. 

 

Theorem 4.2: For any NnI  , 

(i) 
SR 

(
i

i I

X
 )   


    

Cj I

R S




Xj 
 U. 

(ii)

R *S( X ) R *SX U.
j jj I j IC

  
 

 

 

Proof:  By (16) 

R + S( X )
jj I

 


R Sx Usuch that [x] X or[x] X .
j jj I j I

   
 

 

Thus 

S
C C

[x] ( X ) = or [x] ( X ) = .R j j
j I j I

 
 
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So, 

C C

C C
R S[x] ( X ) or [x] ( X ) .

j j
j I j I

 
 

 

Hence, 

C

C
x R + S( X ) .

j
j I




 This implies that 
C C

C
x (R + S( X ) ) .

j
j I




 

So, 
C

x R + S( X ).
j

j I



This proves that 

C
R + S( X ) U.

j
j I




   

The proof of (ii) is similar. 

 

Corollary 4.5: For each nI N
, 

(i) If 
R + S( X )

ii I


 then 
R + SX U

j


 for 

each
C

j I . 

(ii) If 
R *S( X )

ii I


  then 
R *SX U

j


 for 

each
C

j I . 

Proof: We have by Theorem 4.2 
C

R + S( X ) U.
j

j I



 

Hence,as 

C
R + S( X ) R + S(X ), j I , it follows

j jCj I

  



C
thatR + SX Uforeach j I .

j
 

 

Proof of (ii) is similar. 

 

Corollary 4.6: For each
,ni N
 

 

(i) R + SX R + S( X ) U.
i jj i

(ii)R * SX R * S( X ) U.
i jj i





  


  


 

 

Corollary 4.7: If there exists  ni N
such that 

(i) 
R + SX

i


 then for each nj( i) N , 
 

R + SX U.
j


 

(ii) 
R *SX

i


  then for each 
j( i) N ,n 

 

R *SX U.
j


 

 

Proof: (i) From coro llary 4.6 we get 

R + S( X ) U.
jj i


  

So, as  

R + S( X ) R + SX , for j i;
j jj i
 

  

we get the result. Proof of (ii) is similar. 

 

Corollary 4.8: If for all 
i N ,n

 

(i) 
R + SX holds then R + SX foralli N .ni i

   
 

(ii) 
R *SX holds then R *SX foralli N .ni i

   
 

 

Proof: As 

R + SX for every i N , it followsfromnk
 

 

R + S( X ) R + SX (k i)
j kj i
 

 that 

R + S( X )
jj i


 . 

Thus from Coro llary 4.7 it follows that 

R + SX U foralli N .ni
 

  

Proof of (ii) is similar. 

 

V. Some Properties of Measures of Uncertainty 

In this section we introduce two measures, which 

describe inexactness of multigranular approximate 

classifications. These are extensions of the 

corresponding concepts used in the single granulation 

case. 

We follow the same notations as used in the prev ious 

sections. 

 

5.1 Accuracy of Multigranular Approximations 

The accuracy of optimistic mult igranular 

approximation of F by R and S is defined as  

R+S

n
card(R + SX )

ii=1
β (F) = .n

card(R + SX )
ii=1





                        (39) 

The accuracy of pessimistic mult igranular 

approximation of F by R and S is defined as   
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R*S

n
card(R * SX )

ii=1
β (F) = .n

card(R * SX )
ii=1




                       (40) 

As in the single granulation case, this measure 

expresses the percentage of possible correct  decisions 

when classifying objects employing the knowledge of R 

and S taken together (optimistic or pessimistic manner). 

 

5.2 Quality of Multigranular Approximations  

The quality of optimistic mult igranular 

approximation of F by R and S if given as  

R+S

n
card(R + SX)

i=1
γ (F) = .

card(U)



                       (41) 

The quality o f pessimistic mult igranular 

approximation of F by R and S if given as 

R*S

n
card(R * SX)

i=1
γ (F) = .

card(U)



                       (42) 

As in the single granulation case, this measure 

expresses the percentage of objects which can be 

correctly classified to classes of F employing the 

knowledge of R and S taken together (optimistic or 

pessimistic manner). 

 

5.3 Theorems on Approximations of Classifications 

Some properties of these measures were established 

in
[5]

. We find that the same proofs work for both the 

multigranular cases. So, we only state below the results 

without any proof. We need the following additional 

definition. 

 

Definition 5.3.1: (i) We say that a classification F is 

(R+S)-definable if and only if 

R + SF = R + SF
                                              (43) 

or equivalently  

R + SX = R + SX ; i = 1, 2, ...n.
i i                     (44) 

(ii) We say that classification F is ( R *S )-definable if 

and only if 

R *SF = R *SF
                                            (45) 

or equivalently  

R *SX = R *SX ; i = 1, 2, ...n.
i i                     (46) 

Theorem 5.3.1: For any classification F in U,  

(i)F is (R+S)-definable if and only if 

R+S R+Sβ (F) = γ (F) = 1.
 

(ii)F is ( R *S )-definable if and only if 

R*S R*Sβ (F) = γ (F) = 1.
 

 

Theorem 5.3.2: For any classification F in U and 

equivalence relations R and S on U, 

(i) R+S R+S0 β (F) γ (F) 1.  
 

(ii) R*S R*S0 β (F) γ (F) 1.  
 

 

VI. Conclusions 

In this paper, we have introduced the notions of 

multigranular approximations of classifications for both 

types of Multigranulations. This is important from the 

rough set point of view as we use classifications for 

basic Multigranulations. We have established theorems, 

which are extensions of their single granulation versions. 

However, one of these results could not be extended in 

its full generality. We have proved some algebraic 

properties of Multigranulations, one of which answers 

the cases when Multigranulation reduces to single 

granulations. This result is important from the point of 

view that one would be interested to check the validity 

of conclusions obtained from Mult igranulations by 

reducing to established results in the single granulation 

case. Also, we have illustrated this feature by trying to 

establish two equalities, which hold in the single 

granulation case but are not true in the Mult igranulation 

case. 
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