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Abstract—Student attrition among undergraduate 

students is among the most concerned issues in higher 

educational institutions in Malaysia and abroad. This 

problem arises when these students unable to complete 

their studies within the stipulated period when there are 

majoring in the Science, Technology, Engineering, and 

Mathematics (STEM) fields. Research findings highlight 

numerous factors contribute to the student attrition. These 

findings also suggest that the factors differ from one case 

to another case. Effects of student attrition not only for 

the student itself but also to the institutions and 

community. It is challenging to classify the factors based 

on general assumptions. Moreover, increasing students’ 

information makes the problem more complicated. This 

student information can provide a useful database for 

analytical analysis. Methods such as big data analytics 

and data mining techniques can be deployed to gain 

insights and pattern that related to student attrition 

problem. The objective of this paper (i) review the 

student attrition in higher education (HE) and the 

contributing factors; and (ii) review the existing 

computational model to analyze and predict student 

attrition in HE. 
 

Index Terms—Student attrition, higher education, big 

data analytics, data mining. 
 

I.  INTRODUCTION 

Education has an important role in our life because 

with proper education we can gain knowledge, skills, and 

competitiveness between each other. Aims of Malaysia 

government is to transform Malaysia’s higher education 

(HE) to meet new challenges at the same time to produce 

next generation of leaders and managers with the quality 

of leadership skills [1]. One of the transformations of 

Malaysia’s HE is to prepare Malaysian people especially 

graduate students with a professional career that focusing 

on science, technology, engineering and mathematics 

(STEM) fields. It because Malaysia needs to produce at 

least 5000 of STEM graduate students annually to make 

Malaysia is known as one of the top 20 countries of the 

world in economic, social development and innovation 

[2]. However, to get a sufficient number of graduates in 

STEM fields might be possible when the interest of 

students in secondary school toward STEM subjects is 

decline. This scenario also occurs in tertiary education 

but in the different aspect which is attrition problem 

among undergraduate students who enrolled in the STEM 

fields in both public and private institutions in HE [3]. 

Attrition problem is an ongoing challenge and among 

most concerned issues in higher educational institutions 

(HEIs) because this situation also occurring in abroad 

besides Malaysia. In Malaysia, there are 17.5% of 

students who attrition during their studies in the HEIs [4]. 

Even the number of student attrition is in the smallest 

percentage but it could affect the number of students to 

graduate on time as well as for the institutions to allocate 

the resources for their students to study. However, there 

are positive reasons behind that for students to leave their 

course for a better outcome [5]. It because these 

particular of students stills can get benefits from skills 

that had been developed when participated in the course 

even in the first semester enrollment of study. Institutions 

in HE are dealing with the increase of students’ 

information in their daily operation. Based on this 

situation, a suitable analytical analysis can be used as a 

guideline to support decision making. This analytical 

analysis can help for the process of analyzing become 

easier and meaningful pattern can be found through mine 

information from the institutions' database. 

Research on data mining especially in educational 

fields has been proposed by many researchers. 

Educational data mining (EDM) is one of the popular 

data mining techniques used for discovering the hidden 

knowledge from the educational systems [6]. It was the 

alternative for traditional measures of student attrition 

that ignored the students who are postponing their study 
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and return in next semester or students who continue their 

studies but transferring to another institution [5]. Besides, 

the effectiveness of the teaching and learning process, the 

quality issues toward to student selection and admission 

process also are not included in the traditional measures. 

Study in EDM shows an early identification profile of 

students which has a tendency to attrition can be done 

and number of the student attrition in HE can be reduced. 

It important for HEIs in order to help them to conduct 

research in improving the quality of education to assist 

the high-risk students, giving good services and to help 

HEIs to increase the revenue by increasing the number of 

students to graduate annually. 

The main purpose of this paper is to review the student 

attrition in HE, the contributing factors to attrition and the 

existing computational model to analyze and predict 

student attrition in HE. The remainder of the paper is 

organizing as follows: section 2 discusses an overview of 

HEIs in Malaysia. Section 3 gives a brief on student 

attrition can be defined and factors that can contribute to 

the reason for attrition in HE. In section 4, big data 

analytics is described and the category of analytics used 

to analyze the data is presented. Section 5, data mining is 

explained by defining data mining techniques, categories 

of data mining, application of data mining in the 

educational sector and tools used for mining the data. 

Section 6, discussed supervised data mining to validate 

the results for attrition datasets. Finally, section 7 draws a 

conclusion about the study. 

 

II.  OVERVIEW OF HIGHER EDUCATIONAL INSTITUTIONS 

IN MALAYSIA 

The educational system in Malaysia has been through a 

transformation over a decade. Factors that contributed to 

the transformations of HEIs are globalization, 

internationalization and world university ranking [7]. 

Globalization had influenced the HEIs with the growth of 

the Malaysia economy to compete in the global market. 

Then, internalization is the collaboration between 

Malaysia and international institutions in international 

research collaboration, distance learning, and joint 

program. The aim of this collaboration is to realize the 

Malaysia government for making Malaysia as a regional 

education hub. Malaysia institutions also involved in the 

world university ranking such as QS World University 

Rankings and the Times Higher Education World 

University Rankings [1]. The university ranking is the 

international measure of quality based on the outcome 

that has been achieved by institutions, especially through 

research and innovations. 

In Malaysia, there are two categories of institutions in 

the HE sector which are private and public. However, 

most of the institution in Malaysia is private sector 

because it can be seen that there are 410 private colleges, 

70 private universities and 34 private university colleges 

compare to public institute that comprises of 20 public 

universities, 94 community colleges and 34 polytechnics 

[1]. Ministry of Higher Education (MoHE) has 

established the Malaysian Qualifications Agency (MQA) 

with a responsibility to controls institutional accreditation 

status in both institutions. It helps to maintain the HE 

standards, lead, develop and extend the boundaries of 

quality assurance in Malaysian institutions [8]. Malaysian 

institutions could have their own different academic 

policies and practices on how to meet the academic trends, 

choose qualified educators, enhance the quality of 

education and to survival in the competitive world [9]. 

Besides, Academic Quality Assurance (AQA) also had 

been introduced in HE [10]. There have five components 

of quality assurance in which it consists of program for 

monitoring and review, curriculum design, curriculum 

delivery, assessment, and continuous quality 

improvement. 

Malaysia Government has been the main financial 

provider in the educational sector especially for HE. 

However, there is a problem with the limitation on 

resources mostly in finance due to the increase in demand 

for the management of institutions and budget for 

sponsored students who are studying abroad [11]. The 

government had taking initiative and working on 

restructuring strategies under the University 

Transformation Programme (UniTP) to enhance the 

educational system and Economic Transformation 

Programme (ETP) to raise Malaysia income especially in 

the educational sector such as encourage the foreign 

students to choose Malaysia as a destination to further 

their studies. Sijil Pelajaran Malaysia (SPM) is one of the 

minimum qualifications for Malaysian students for 

academic school qualifications. Most of them are more 

careful in choosing their institutions to further studies in 

tertiary education. They believed that when they are 

graduates from a reputable university, the chance for 

them to get hired easily compare to others and it can 

guarantee them to obtain well-paid jobs based on the 

specialization they have during their studies. Additionally, 

the distance from the location of the institution to study 

from home, courses offering to them, facilities that were 

provided and costs that will be used to pay for their study 

also can influence them to make a decision. These 

problems also can lead to the attrition in HE becomes a 

serious problem because of their negative perception 

towards the HEIs. 

 

III.  STUDENT ATTRITION IN HIGHER EDUCATION 

Students can be defined as attrition when those person 

is withdrawing from course by canceling their 

programmed, fail to continue in the next semester, 

accepting the offer but do not register or enroll the 

program, failed to attend classes and failed in the 

examination for multiple times [12,13]. Discontinuation 

of study cycle by student attrition can be considered as 

complex social components because it can give negative 

impacts towards academic, economic and social [14]. 

Student attrition can be identified when there is reducing 

the number of students who enrolled in courses per 

semester. It could be unpredictable challenges for 

institutions because the attrition issues for this year may 

not the same as the next year. 
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The attrition can be categorized into three modes such 

as voluntary attrition, incurred attrition and potential 

attrition [15]. Voluntary attrition is when students are no 

longer want to continue their study within a study plan. 

Incurred attrition is when students are trying to breaches 

the rules and regulation that had been set up by the 

institution. Next, potential attrition is high risk students 

who have a possibility to attrite when they are longer be 

able to perform any academic process for the current and 

next semester of their studies [16]. Attrition students also 

have the possibility to return to the same institution but 

with a different mode of study from full time to part time 

students and enroll the same courses or to switch to other 

courses. [17], defined the groups of student attrition that 

are low risk students, medium risk students and high risk 

students. Low risk students are students who have a high 

possibility of success in their study. Medium risk students 

are students who could succeed due to the initiative that 

had been taken by HEIs and high risk students, who have 

a high probability of attrition or failing. 

 

 

Fig.1. Student’s Academic Process 

Figure 1 shows the student’s academic process in HE. 

It has four process includes pre-enrolment, enrolment, in-

semester and end of the semester. First, pre-enrollment is 

a process where it focusing on the student’s information 

before they enrolment in any undergraduate program. [14] 

stated that before candidate entered HEIs, there are 

certain institutions that may require the candidates to 

come for the interview first. During this session, 

institutions will evaluate the knowledge and performance 

of the candidate that was acquired during high schools. 

The potential candidate who had been selected could be 

offered to study in institutions suitable to their major. 

Second, in the enrolment process, student’s information 

such as mode of study, fields of study, credit hours and 

etc. would be collected. Third, in-semester is the process 

for identifying the students who are taking at least one 

course during that semester and students participating in 

the learning process such as accessing the materials of 

study and submitting the assessment [18]. Lastly, the end 

of the semester is the process to measure the academic 

performance of students at the end of the semester in the 

form of student’s grade. From these results, educators or 

institutions can identify who is possible at risk students 

that need helps in their study in order to ensure they are 

able to complete their study based on study plans. Next 

section is to describe the factors of student attrition. 

A.  Factors of Student Attrition 

Several studies on attrition issues in Malaysia and 

abroad had provided the factors of attrition that may 

influence the student to attrite in HE. These researches 

had been collected from trusted sources such as Google 

Scholar, IEEE Xplore digital library and Science Direct. 

Reasons for attrition among undergraduate students from 

one person to another could be different because every 

student had their own personal reasons for them to make 

the right decision. 

 

 

Fig.2. Factors of student attrition 

Figure 2 shows the factors of student attrition that had 

been collected from 25 different research articles in years 

from range 2014 to 2018. These data collections contain 

information includes students’ information, academic 

information and family information. After reviewing the 

article, there are 28 different attributes that had been 

identified are reduced into 15 main attributes. From the 

pie charts, we can see that the highest percentage of the 

attribute is 12% for gender. The second highest is 10% 

for program code which is the major of student 

enrollment and the third highest 8% for age and Grade 

Point Average (GPA). The fourth highest is 7% for 

family income and loan which is additional financial 

support for students. Then, another 6% for race that 

presents the major or minor populations of ethnicity in 

Malaysia, city where location from student’s home and 

university, job status to identify students who are working 

or not, mode of study whether in full time or part time 

students, and admission type which is the qualification 

for student to further their study. Remaining of the 

percentage is 5% for parents’ education and parents’ 

occupations and remaining 4% for a grade in high school 

and marital status. 

Besides that, there are other factors that had been 

identified could result to attrition which is due to the 

ability of student to study, failed to maintain academic 

performance and adaptation to the course enrolled, lack 

of appropriate qualification for the course, professional 

opportunities and the course offered may not suitable 

with their capabilities [19,20]. Personal reasons such as 

poor self-esteem, depression, dissatisfactions with course 

enrolled or institution, felt isolated likes does not have a 

sense of belonging, lack of social support and health 

problems also can be the reason to attrition [21,22]. 

Transfer to another institution because that institution is 

more suitable with the student career path or it was the 

student’s choice but turned out to be the best fit based on 

student qualification [4,5]. Financial reason like an 

inability to pay fees in time also might encourage a 

student to transfer to the institution with non-subsidized 

to a public or private subsidy. Employment issues may be 

the main reason for a part-time student who gets 

promotion from their company that needs them to transfer 

to another location or country. It same goes to a full-time 

student primarily working as part-time during studies to 
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fund their studies and monthly expenses. It because when 

they are working with many hours or multiple jobs at one 

time, it could affect their studies and they becoming 

stress [23]. 

The online course can lead to the increasing number of 

attrition because they cannot cope with the lecturers 

taught and more prefer traditional lesson face to face 

interaction on the university [24]. It is difficult to ensure 

them being active and engaged with their online course 

all the time. In addition, there are some of the lecturers 

were still unable to integrate the technology in their 

teaching that may cause the learners are failed to 

understand the information have been given [25]. Then, 

lack of support from family to continue the study and 

family issues especially for those who are married, 

pregnancy and away from their family members. Another 

factor is when students were not ready for studying in HE 

[26]. They did not realize that they are actually 

unprepared but it can be identified when they are unable 

to learn independently, lack of time management and 

experience in HE including campus life activities, 

assessment and method of teaching that much different 

from their previous high school. 

As a result, the rate of student attrition could be 

damaging the reputation level and financial of the HEIs 

because this is a key performance on how the institution 

will arrange the funding for their enrolled and graduate 

students [19]. [27] stated that this attrition issues could 

waste of taxpayers’ money that was used to sponsor their 

studies and at the same time it can lower the employment 

opportunity for qualifying positions. This issues could 

affect the students because if they are unable to earn a 

diploma or degree in the undergraduate program it could 

be a barrier for them to improve their economic status [4]. 

Based on the discussed factors, it shows that the attrition 

becomes a difficult problem and the factors might be vast. 

With the advance of big data analytics and data mining 

technology, it is expected that attrition can be analyzed 

better and it can help these institutions to solve their 

problem with better decision making. 

 

IV.  BIG DATA ANALYTICS 

Big data analytics (BDA) is a new method that was 

used to overcome the traditional method of big data for 

the process of collecting data and to process it to be 

meaningful ways with advanced analytic techniques [28]. 

Advanced analytics techniques are required for the real- 

time data that too complex and need to keep updated all 

the time. This analysis is incorporating with data science, 

business intelligence and business analytics. A term for 

BDA is coming from the extraction of knowledge and 

understanding in big data [29,30]. Determined the 

definition of BDA by a question “why” rather than 

“what”. The similarity of BDA and big data is the 

capability to collect and process variations of structured, 

semi-structured or unstructured data in real time for 

analytics task [31,32]. 

Big data analytics is not only used to find the unseen 

facts but it can rank or classify the data based on how 

important the information it is [30,33]. This analysis is 

important for business purpose and society to get better 

results with smart decision making for solving inaccurate 

data analysis as well as to reduce risk and cost. The main 

concerns that need to be considered while implementing 

of BDA for the business are interoperability, reusability, 

manageability, security and maturity [34]. BDA could 

lead to innovation in education especially in HE because 

it can help this institution to transform the existing 

process such as administration, academic work, teaching 

and learning process to be more effective. In BDA, there 

are three categories of analytics that had been identified 

including descriptive, predictive and prescriptive 

analytics. Every each of these analytics has its own 

advantages and related to each other. This type of 

analytics is represented in Table 1. 

Table 1. Category of big data analytics 

 Descriptive 

Analytics   

Predictive 

Analytics 

Prescriptive 

Analytics 

 

Purpose 

Understand 

the real 

situation and 

take the 

opportunity 

Getting to 

know about 

the future 

Provide advice 

to the user on 

what decision 

can make 

 

Question 

What happen 

in the past? 

What will 

happen in the 

future? 

How to respond 

towards the 

future events? 

 

Techniques 

Data 

aggregation 

and data 

mining 

Statistical 

models, data 

mining, 

machine 

learning 

Simulation, 

optimization 

and evaluation 

Type of 

data 

Structured 

data with table 

format 

Structured or 

unstructured 

data 

Unstructured 

data with 

unstructured 

format 

A. Descriptive Analytics 

Descriptive analytics also is known as diagnostic 

analytics which is used to analyze and answer on what 

happened in past and present and why it is happening 

whether it was success or failure in easily understandable 

form by using visualization tools and online analytical 

processing (OLAP) system to support real-time 

information [28,35]. These analytics has advantages 

including to view the data in the real world context, 

identify relevant information from the data, produces the 

quality of data and recognize the assumptions or 

limitation of the findings. A statistical descriptive 

approach can be used in this analytics are univariate, 

bivariate or multivariate analysis [36]. Descriptive 

analytics begins with a static view of the past but when 

the data are increasing in data sources, some algorithms 

can be applied when performs data classification, 

clustering and categorization time by time. It only can use 

for another step of analytics which is predictive analytics 

when all the data is almost analyzed. 

B. Predictive Analytics 

Predictive analytics has the capability to construct and 

evaluate a model with a goal to generate an accurate 

prediction for new observation on what environment can 
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do in the future by looking for historical or past and 

current data as input or training set and then to analyze 

the relationship between them [32,37]. However, to 

predict the outcome with 100% certainty could be 

impossible by using statistical algorithms [28]. Predictive 

analytics also a task to predict the value of the dependent 

attribute from the value of the independent attribute [38]. 

The basis for this analytics is based on probability. There 

are various techniques such statistical models, machine 

learning, data mining and data modeling can be 

implemented by organizations to discover the pattern and 

its relations in data for forecasting and as a weapon for a 

business competitive race [35,36]. 

C. Prescriptive Analytics 

Prescriptive analytics is used for forecasting but 

focuses on impact in future actions before responding to 

the outcome about what might happen with the 

organization’s action based on consideration of 

descriptive and predictive analytics to make it more 

efficient [28,35]. It one of the most complex and 

advanced forms of analytics compare to another. There 

are three main components of prescriptive analytics such 

as simulation, optimization and evaluation [39]. The 

process begins with simulation components where all 

possible scenarios from predictive analytics were 

processed to produce a list of actionable 

recommendations. Then, the optimization unit will 

retrieve and select the optimized scenarios and sent them 

to the evaluation unit to validate the results with the best 

solutions in term of action sequences. These analytics 

will recommend or guidance the organization by provides 

them with automated, adaptive and time-dependent 

sequences of actions. The characteristics of the 

prescriptive analytic are it can provide the enterprise with 

actionable outcomes and gives feedback like a suggestion 

about the occurrence events in systems lifetime. 

From the description of these three analytics methods, 

it can be used for constructed to produce the descriptive, 

predictive or prescriptive analysis. The techniques for 

each of analytics can be adapted for data mining. Next 

section describes data mining in details. 

 

V.  DATA MINING 

Data mining is known as Knowledge Discovery in 

Databases (KDD) that were used for discovering new and 

useful information from various kind of databases 

includes relational, transactional, spatial and active 

databases [40,41]. Data mining is better to compare to 

statistical methods due to the huge size of data and 

difficulty to process large datasets [42]. The iterative 

process including in knowledge discovery including data 

cleaning, data integration, data selection, data 

transformation, data mining, pattern evaluation and 

knowledge representation [43]. However, there is a 

certain process such as data cleansing and data 

integration can combine together to become data pre-

processing phase in a data warehouse. Then, data 

selection and data transformation also can be combined 

where transformed data as the result of the selection 

process. 

Figure 3 shows the process included in the knowledge 

discovery process. In pre-processing steps, raw data in 

any file formats will be processed through data cleansing. 

So, incomplete or missing data will be eliminated and 

combined together under the integration process. After 

data had been selected and transformed into structured 

formats in forms databases it then undergoes to the data 

mining steps where the selected algorithms with suitable 

tools will be used for mining the data. Pattern evaluation 

is the steps to present the data into the understandable 

form of visualization representation. The last step is 

knowledge representation. After the transformation of 

data into valuable knowledge, it will be used for that 

particular organizations for having a better understanding 

of the business process to support decision making. 

 

 

Fig.3. Knowledge Discovery Process 

Data mining can be used for multi purposes such as 

descriptive, predictive and prescriptive analytics [43,44]. 

Descriptive analytics referred as unsupervised data 

mining is used data in a database to finds patterns and to 

present it to the user whereas predictive analytics referred 

as supervised data mining is used to produce inference 

from student database to make a prediction in the future. 

Prescriptive analytics is referring to the combination of 

data mining techniques with aims to optimize the data to 

achieve the best outcomes. Data mining only can make 
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inferences from complete datasets. Therefore, data 

mining with data cleansing process has the capability to 

manage incomplete, correct inconsistent or remove noise 

replace the missing values of the attribute before running 

the data mining algorithm [45,46]. Problem with missing 

values for one or more could happen because of incorrect 

measurement, lost and human errors. This technique can 

produce various kind of pattern based on the expectation 

of the user. It becoming more interesting when patterns 

are in the form that easily understandable by human, 

useful and novel. 

Data-driven decision making in data mining can be 

categorized as supervised, semi-supervised and 

unsupervised data mining [37,47]. Training dataset that 

will be used depends on the category of data mining [48]. 

It because supervised data mining will use a dataset that 

has labeled data, semi-supervised uses a dataset with both 

labeled and unlabeled data and unsupervised works with 

unlabeled data [43]. Supervised data mining consists of 

classification and regression technique. Semi-supervised 

data mining is hybrid techniques by combining 

supervised and unsupervised data mining with a goal to 

utilize both of them [49]. Then, unsupervised data mining 

consists of clustering and association technique. 

Performance of the classifier in this data mining 

techniques can be improved by using the instance in 

Instance-based learning [44]. Figure 4 presents the 

taxonomy of data mining techniques that consists of 

supervised, semi-supervised and unsupervised data 

mining. 

 

 

Fig.4. Taxonomy of data mining techniques 

A. Supervised Data Mining 

Supervised data mining is used when users have 

specific labeled data that needs to predict [50]. It like 

machine learning algorithms where it needs supervision 

on how to learns from example. Supervised is a process 

to find concept descriptions for classes with a pre-

classified example. In supervised data mining, it has two 

algorithms which are classification and regression. 

Classification is supervised data mining algorithms that 

mostly used for a process of classifying and predicting 

values from training dataset based on previous learned 

classes to build a model that can be used to classify new 

values [41]. A successful rate for these algorithms 

depends on how this variety of data is provided. There are 

many classifiers in classification algorithms that can 

produce the accurate results such as Naïve Bayes (NB), K 

-Nearest Neighbors (KNN), Decision Tree (DT), neural 

network (NN), Support Vector Machines (SVMs) and 

instance-based learning. 

Naïve Bayes is a Bayesian network algorithm. This 

algorithm is a conditional probabilistic classifier 

technique based on Bayesian rule or Bayesian theorem 

where all the attributes in a dataset are independent of 

one another [51,52]. K-Nearest Neighbors classifier can 

be categorized as instance-based learning or lazy learning 

[51,53]. This classifier is used to utilize both 

classification and regression data mining technique in real 

time. KNN used to find the nearest group of k instances 

in training set with the instance in the new dataset or 

training set [46,54].. Problem with KNN is when dealing 

with a large size of data where there is a lot of calculation 

process need to perform [55]. A neural network is a 

computational or mathematical model that used to model 

the relationship between input and output to finds 

patterns in a dataset [56,57]. A NN also a model that used 

to simulate the functionalities of biological neural 

networks. The main idea of these networks is to create 

new structures to process data and information to learn 

and create a knowledge [58]. Support Vector Machines 

classifier is based on the statistical learning theory in 

which with the goals to achieve the structural risk 

minimization. Mainly there are two class labels such as 

+1 and -1 values. An SVM estimates the optimal 

separating hyperplane by maximizing the margin between 

hyper-plane and closest points of the classes [59]. SVM is 

a universal classifier that use of an appropriate kernel 

function to learn the polynomial and radial basic function 

(RBF) networks [22]. 
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A decision tree is a top-down tree model from given 

dataset attributes [52,60]. The structures of the tree that 

have internal node, branch node and leaf node. The 

internal node denotes a test to the attribute, the branch 

node is the result of the test and the leaf node holds 

labeled class [38,43]. A decision tree is one the fastest 

classifier and there is no calculation that needs to perform 

[55]. There are four DT algorithms such as C4.5 DT, 

Iterative Dichotomiser 3 (ID3), Classification and 

Regression Tree (CART), Chi-squared Automatic 

Interaction Detection (CHAID) and Random Forest (RF). 

A decision tree is mostly used because it can provide a 

straightforward explanation [61]. Instance-based learning 

processes by using instances to improve the performance 

of the classifier [44]. This learning can either be single 

instance based learners or multi-instance based learners. 

Supervised data mining can be considered as single 

instance based and unsupervised data mining is 

considering as multi-instance based learners. 

Regression is used to predict the same range of input 

from the training model by using statistical analysis. It 

can be categorized as linear regression and non-linear 

regression. Linear regression is a classical method that 

also known as superior analytics because of ease of 

interpretation [59,62]. Regression requires tedious, 

iterative model building and selection procedure to ensure 

the transformation is made on predictors and their 

interaction. The classifier for regression is logistic 

regression and it was used to make a prediction on the 

outcome of predictor variables and to measure the 

correlation between the categorical variable and 

dependent variable to change the probability score 

[57,63]. Probability score can be considered a success 

when the value is greater than a given numerical cutoff 

but it can be considered a failure when the value is lower 

than a given numerical cutoff [48]. 

B. Semi-supervised Data Mining 

Semi-supervised data mining is a technique for finding 

a better classifier by learning from the labeled training 

dataset and exploit the structural information in available 

unlabeled data. It has a different type of methods such as 

self-training, co-training, transductive support vector 

machine (TSVMs) and graph-based method [48]. For 

self-training, the classifier must be able to produce the 

correct output before instances can be classified. TSVMs 

is used both labeled and unlabeled data training phase to 

search reliable separate hyperplane. The graph-based 

method consists of nodes and edges to model dataset as a 

graph. Nodes are represented as labeled and unlabeled 

datasets and the edge is used to define the similarity 

between points. Semi-supervised data mining is useful 

when there is a limited amount of labeled data exists for 

each class. The process for semi-supervised only can be 

valid when unlabeled data can assume an intrinsic 

geometric structure [64]. However, a problem with semi- 

supervised is unlabeled data that were used is unknown, 

so it could difficult to estimate the overall error rate. 

 

 

C. Unsupervised Data Mining 

Unsupervised data mining does not have any training 

example at all and depends on a number of prior 

assumptions. It has two algorithms which are clustering 

and association. Clustering is based on the concept of 

hidden data that used to examine the information to 

identify clusters by use common attribute from the same 

or different classification whether it has a similarity or 

not at all [65]. It based on the principle where 

maximizing the similarity between attributes in the same 

classification is called as an intra-class similarity and for 

minimizing the similarity between attributes in different 

classification is called as inter-class similarity. Clustering 

can be classified as hard clustering and soft clustering 

[66,67]. Hard clustering is each data belonging of one 

cluster and soft clustering is each data is belonging by 

multiple clusters. Clustering can group data together to 

form a structure opinion [41]. Traditional clustering can 

be divided into hierarchical and partitioning [68]. 

Hierarchical clustering is clusters that have a hierarchy 

between them. Partitioned clustering refers to data that 

partitioned into a separate cluster. 

Clustering can solve a complex problem like to 

manage the large capacity of databases, objects that have 

many attribute and attributes from a different type. The 

classifiers for clustering algorithms are K-mean and K- 

medoids. K-mean clustering groups data point into ‘K’ 

separate clusters by using a multi-number of iterations 

but the number for clustering should be given first in 

advance [69]. K-mean algorithm will split a set of ‘M’ 

samples into ‘K’ disjoint clusters, each is describing by 

the mean of the samples in the clusters. Mean is 

commonly called as the cluster centroid where centroids 

are used to minimize the distance [67,70]. K-mean is a 

simple and fast algorithm. K-medoids is algorithms that 

used to eliminate the distance from the updating 

calculation by replacing the cluster center with data that 

called as “medoid” [71]. 

Association used two or more items that usually have 

the same type dataset used to identify the patterns. 

Apriori which is association algorithm is used to find 

relations between two or more entities in certain data 

environment such as mathematics and database [72,73]. 

Association using the support and confidence parameter 

to allow the association rule can be recognized. A single 

level association rule only has one threshold for support 

and confidence [29]. So, with the multilevel association 

rule, there will be many support and confidence threshold 

as there are levels of abstraction except level 0. In this 

multilevel, support and confidence are called as minimum 

support and minimum confidence like the concept of 

hierarchy [59]. 

D. Educational Data Mining 

Application of Data mining had widely used in various 

fields includes education, medical, business, insurance, 

telecommunication and many more. Most of these fields  
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used data mining techniques in order to help their 

business grow and gain competitive advantage. However, 

it depends on them for what purpose data mining will be 

used. There are many organizations are combining data 

mining with statistical analysis to find the patterns and 

connections that was difficult for them to find from their 

business operation to make smart decision making to 

enhance the services provided for their customer. Here, in 

this paper, it will be focusing on data mining in the 

educational sector which known as educational data 

mining (EDM). 

Educational data mining is a new technique in data 

mining, machine learning and KDD to extract the 

meaning from data or on students learning activities for 

gains useful information in the educational environment 

[40,65]. In this case, EDM can assist stakeholders in 

HEIs by helping educators to improve the performance of 

teaching to help students to have better understanding on 

what they have learned and to make prediction on their 

student’s performances throughout of semester with the 

hope the attrition problem can be solved, researchers for 

better understanding of educational structures and for 

administrators to organize the institutions and making 

decisions [74,75]. 

Educational Data Mining can be used to identify what 

are the factors that could affect the student’s success 

when enrolling in HEIs and to determine the relationship 

between academic success and student participant in 

extracurricular activities [76]. EDM has four phases of 

the process [6]. The first phase of EDM is where the 

statistical techniques in supervised, semi-supervised or 

unsupervised data mining are used to discover the 

relationships between data. The second phase is to 

validate the relationships of data. In the third phase, the 

validated relationship is used for predictions in future 

learning contexts and in the last phase, that predictions 

will be used to support the decision making with the 

purpose to improve student outcomes and to reduce the 

rate of attrition among undergraduate students. 

E. Data Mining Tools 

Data mining tools are could be an open source web 

application or software that used to conduct the 

traditional or modern statistical analyses for big data. A 

process to transform raw data into meaningful ways is 

becoming a major challenge for organization especially 

for HE to ensures the available data is accurate and able 

to support for decision making. Although these tools can 

support any data mining technique for data analysis, it 

still has a few limitations on how these tools represent the 

results. There are certain tools require additional libraries 

to be installed together before tools can be functioning 

effectively. Modeling dataset can be in any form of 

databases structure or files format and then use to validate 

the results. In this paper, Table II is used to present and 

compare the features of data mining tools. Explanation in 

details of data mining tools is discussed in the next 

section. 

 

1) Waikato Environment for Knowledge Analysis 

(WEKA) 

Weka is Java-based free software had been developed 

at the University of Waikato in New Zealand. Weka has 

data mining algorithms includes supervised and 

unsupervised that can be used in isolation or combination 

such as bagging, boosting and stacking where can be 

applied to data or use for another java application [41,77]. 

There four option of Weka for data mining including 

Command Line Interface (CLI), Explorer, Experimenter, 

Workbench and knowledge flow [21,77]. CLI has a 

simple interface with a function to execute the command 

and explorer is a graphical interface to perform the data 

mining task. The experimenter used to make a distinction 

on the results from the different algorithm on the same 

dataset. Workbench has the capability to combine all GUI 

interface in WEKA into one. Then, knowledge flow 

processes were used to enhance the previous results. 

Weka can support evaluation procedures and metrics, but 

the problem is a lack of data visualization techniques. 

Output for Weka is in terms of the mathematical models 

or in predictive modeling markup language (PMML) files 

that can be used to run new dataset. 

2) Rapid Miner 

Rapid Miner is a Java-based open source tool for 

predictive analysis and creating models [41,78]. Now, 

Rapid Miner is known as Rapid Miner Studio and it can 

be used for supervised and unsupervised data mining 

algorithms. The installer is easy to run on Windows 

compare to Mac OS because it depends on the Java 

version installing by users. It used the Batch Cross 

Validation operator to conduct cross-validation for 

multiple levels such as for student level and lesson level 

[77]. It focused on a process that may contain sub-process. 

Rapid Miner can make real-time data becomes valuable 

and allow users to structure the data in visualization form. 

The process can be done based on the specific goal that 

determines by the user. It used to drag and drop 

operations and then to connect both input and output that 

corresponding to that operator. The output for Rapid 

Miner can be in term of the mathematical models or 

XML files format that will be used to run new data by 

using Rapid Miner code. The tasks that cannot be done in 

rapid miner can be performed through a programming 

application program interface (API) that integrated into a 

program written in Java or Python. However, it consumes 

a lot of random access memory (RAM) that cause user 

computer not work very well and a vast amount of data 

can produce an error. 

3) Orange 

Orange is a Python-based software for data mining that 

easier to understand by the users. This software can be 

used through Python scripting as a Python plug-in or 

visual programming [78]. The Orange library is like a 
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hierarchically organized toolbox. Before can have API 

functionality, the additional libraries need to be 

downloaded. Orange is based on the classical machine 

learning technique that focuses on symbolic methods. A 

data structure in orange combine string and numerical 

attributes, symbolic and metadata information. This tool 

has a variety of visualization and toolbox that more than 

100 widgets [41]. Widgets in Orange can categories as 

data, visualize, classify, regression, evaluate and 

association. Programming is performing by including 

widgets on the Orange canvas and connecting both of 

input and output together. This software can run a variety 

of statistical test and produces the results in the form of 

charts and graphs. However, Orange can work with the 

limited scale of data compare to Excel [77]. Orange is 

better tool especially for beginners and for smaller 

projects. 

4) Tableau 

A tableau is an interactive tool used visualization and 

analyzing the data [77]. It can support business 

intelligence and educational purpose to analyze student 

data and enhance the teaching process. The user of 

tableau did not need to have any programming skills to 

analyze the huge amount of data from various resources 

for the visualization process. Tableau does not implement 

any data mining algorithms but it can support any file 

format to connect or import data for data storing. Tableau 

is low-cost software, use less of the capacity of memory 

and easy to upgrade [79]. This tools can be used in web 

and mobile devices. However, the problem with Tableau 

is it does not support predictive analytics or relational 

data mining and also cannot integrates with other 

software platforms. 

5) R programming 

R programming is a scripting language same like a 

programming language. Open source tool with GNU 

package for data mining tasks specifically for statistical 

analysis to manage big data. The source code is written in 

C++, Fortran and R programming language. A tool that 

has a simple GUI and command line shell as input [78]. 

Not user-friendly tool due to command that will be used 

must be in R language. There is no restriction for R 

license [79]. Users can run the R tool at any platform 

includes UNIX, Windows and Mac OS. However, users 

must have knowledge on how to write the R source code 

to allow them to use this tool effectively. Having the 

perfect results could be impossible because it depends on 

the available package supported in R language. Most of 

the R commands have a problem in term of memory 

management because when users want to write the 

command is supposed to be not larger than 10 to 20 of 

RAM [31]. If more than that they will need any available 

memory quickly to performs the task. 

Table 2. Category of big data analytics 

Feature Developer Programming 

Language 

GUI or 

command 

line 

Main purpose Advantage Disadvantage 

 

WEKA 

University of 

Waikato, New 

Zealand 

Java Both Supervised and 

unsupervised 

data mining 

Read files from 

numerous different 

database 

Does not support much 

visualization 

 

Rapid Miner 

Rapid Miner, 

Germany 

Java GUI Supervised and 

unsupervised 

data mining 

Offers numerous 

procedures for selection 

of attribute and outlier 

detection. 

Consume lots of RAM 

user computer, a large 

amount of data can 

produce an error 

Orange University of 

Ljubljana, 

Slovenia 

Python Both Supervised and 

unsupervised 

data mining 

Used for data 

visualization with 

mining technique. 

Working with a limited 

scale of data, additional 

libraries need to 

download 

 

Tableau 

Software 

company, Seattle, 

Washington, 

United States 

 

No 

 

GUI 

 

Visualization 

Low cost, less capacity 

of memory and easy to 

upgrade 

Not support statistical 

features and need to 

integrate with other 

software platforms 

 

R 

programming 

 

R Development 

Core Team 

 

C++, Fortran, 

R 

 

Both 

 

Supervised and 

unsupervised 

data mining 

 

No restriction for R 

license and compatible 

across platforms 

Lack of memory 

management because 

any available memory 

is needed quickly to 

performs the task. 

 

KNIME 

 

University of 

Konstanz 

 

Java 

 

GUI 

 

Supervised and 

unsupervised 

data mining 

Capability to process 

massive data that only 

can be limited on the 

available computer hard 

disk space. 

Update to the latest 

version not working 

unless user installing 

the software again. 
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6) Konstanz Information Miner (KNIME) 

KNIME is a data mining tool that can support any data 

mining algorithms. It based on the data pipeline concept 

for visual programming on GUI based workflow [78]. 

Written in Java based language on Eclipse. For having a 

visual program, building blocks that called as nodes in 

KNIME tool are puts on canvas and connected. It has 

more than 1000 available nodes are organized in the form 

of hierarchy structure and search name through the 

interface. Every each of node is documented with detail. 

The documentation is automatically shown when the 

specific node had been selected. KNIME can create a 

report and export to any document format such as doc, 

pdf, xls and others. The architecture of KNIME that 

capable to process massive data only can be limited 

depends on the available computer hard disk space. 

Problem with KNIME is when users want to update the 

latest version of the software, they need to reinstall the 

software again because this software cannot work after 

updating. 

Table 3. Comparison of supervised data mining techniques 

Author Techniques Variables Tool Significances 

 

[41] 
SVM, DT, rule 

induction. 

Sociodemographic, 

enrolment and 

social 

Rapid Miner The finding shows that the accuracy of data set for Linear 

SVM 89.84%, decision tree 86.32% and for rule induction is 

81.98%. 

 

[37] 

 

DT 
Sociodemographic, 

enrolment and 

social 

 

R 
Three decision tree includes CART tree, C4.5 and C5.0 are 

used to trained data sets. The result shows the accuracy for 

CART tree 79.29%, C4.5 74.51% and C5.0 78.86%. 

 

[80] 

 

DT 
Sociodemographic, 

enrolment, social 

and physiological 

 

WEKA 
Introduced improved DT by using a combination of Renyi 

entropy, Information gain and Association Function. Both ID3 

and improved DT had shown the accuracy of 92.50% and 

97.50%. 

 

[42] 

 

NB 
Sociodemographic, 

enrolment and 

social 

 

WEKA, R 
The result on the evaluation of the dataset shows the accuracy 

measure for Navï e Bayes classifier is 72% correctly. 

 

[14] 
KNN, DT, NB, 

RF, C5.0 

Sociodemographic, 

enrolment and 

social 

 

R 
The result shows that the RF algorithm had a higher accuracy 

measure with 89.24% after the comparison with other 

algorithms. 

[10] DT Sociodemographic 

and enrolment 

R The finding shows that the accuracy measure for DT includes 

RF and CART tree is 87.9% and 87.4%. 

[45] KNN, DT, NB, 

SVM and RF 
Sociodemographic 

and enrolment 

Weka The accuracy result of classifiers for KNN 81.6%, DT 76.4%, 

NB 78.2%, SVM 82.6% and RF 81.1%. 

 

[28] 
KNN, DT, NB, 

NN 

Sociodemographic, 

enrolment, social 

and physiological 

 

R 
The result of evaluation shown that KNN had a higher 

accuracy measure with 87% compared to DT 79.7%, NN 

76.8% and NB 73.9%. 

 

VI.  DISCUSSION 

Supervised classifications algorithms are the most 

popular algorithms in data mining were used for 

analyzing the attritions issues in HE. It can be seen after 

reviewed several research articles, most of the research 

paper presented the success of implementing the 

supervised classification algorithms such as Naïve Bayes, 

Decision Tree (DT), K-Nearest Neighbors (KNN), Neural 

Network (NN), Support Vector Machine (SVM), Rule 

Induction and Instance-based learning are being used to 

produce the high accuracy results. 

Table 3 clearly stated, supervised classification 

algorithms provide varying accuracy based on the varying 

dataset was used in the evaluation process. Before the 

classification algorithms are being applied in a dataset, 

these datasets are being tested in the training phase by 

applying the cross-validation and percentage split 

methods. The datasets can be categorized as 

sociodemographic, enrollment, social and psychological. 

In sociodemographic, variables that had been included 

consists of age, gender, ethnicity, the location from home 

and university, marital status, family education, parent 

occupation, family size, date of birth, high school results, 

family income, job status, sponsorships. For enrollments 

are program code, cumulative grade point average 

(CGPA), grade point average (GPA), semester enrolled, 

credits hours, study mode, attendance, student status 

(active, complete, attrition). Variables for social such as 

physical activities, hobbies and socializing with friends. 

Then, for psychological are includes student personal 

traits and satisfaction with the enrolled course. 

Choosing suitable data mining tools is important to 

process the datasets. R programming is the most popular 

open source tool had been chosen by researchers in their 

experiments because these tools can validate the results 

fast compare to other tools. Besides, R programming is 

currently had been used widely in the industry. One of the 

supervised data classification algorithms is mostly used 

for classifying student attrition is a Decision Tree. A DT 

classifier is easy to understand by a human with a 
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straightforward explanation. In DT algorithms, the 

highest accuracy measure had been shown by the 

improved decision tree where it based on combination 

Renyi entropy, Information gain and Association 

Function with value 97.50% most accurate. 

 

VII.  CONCLUSION 

This paper presented a reviewed on student attrition 

issues among undergraduate students in HE. Multiple 

research papers had been analyzed to identify the reasons 

behind students’ attrition to leave their studies and to 

highlight the research gaps between the current research 

with previous research that had been done by the 

researcher. Identifying attrition students is a challenging 

task for stakeholders in HEIs because they need to 

examine the information of undergraduate students group 

from a vast amount of data in their daily operation. From 

the study, attrition problem can be solved when these 

institutions are applying advanced analytical techniques 

such as big data analytics and data mining techniques in 

their management process. Both of these techniques have 

many advantages especially for educational purpose in 

providing the solutions to support smart decision making. 

At the end of the study, we can conclude that the 

supervised data classification algorithm namely Decision 

Tree classifiers is the most popular of algorithms can be 

used as experiments setting to produce highly accurate 

results. It same goes to the R programming that had been 

used widely in the industry includes educational fields. 
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