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Abstract: Data mining is now commonly applied in the real estate market. Data mining's ability to extract relevant 

knowledge from raw data makes it very useful to predict house prices, key housing attributes, and many more. Research 

has stated that the fluctuations in house prices are often a concern for house owners and the real estate market. A survey 

of literature is carried out to analyze the relevant attributes and the most efficient models to forecast the house prices. 

The findings of this analysis verified the use of the Artificial Neural Network, Support Vector Regression and XGBoost 

as the most efficient models compared to others. Moreover, our findings also suggest that locational attributes and 

structural attributes are prominent factors in predicting house prices. This study will be of tremendous benefit, 

especially to housing developers and researchers, to ascertain the most significant attributes to determine house prices 

and to acknowledge the best machine learning model to be used to conduct a study in this field. 

 

Index Terms: House Price Prediction, Machine Learning Model, Support Vector Regression, Artificial Neural 

Network, XGBoost 

 

 

1.  Introduction 

House is one of human life's most essential needs, along with other fundamental needs such as food, water, and 

much more. Demand for houses grew rapidly over the years as people's living standards improved. While there are 

people who make their house as an investment and property, yet most people around the world are buying a house as 

their shelter or as their livelihood.  

According to [1], housing markets have a positive impact on a country's currency, which is an important national 

economy scale. Homeowners will purchase goods such as furniture and household equipment for their home, and 

homebuilders or contractors will purchase raw material to build houses to satisfy house demand, which is an indication 

of the economic wave effect created by the new house supply. Besides that, consumers have capital to make a large 

investment, and the construction industry is in good condition can be seen through a country's high level of house 

supply.  

According to [2], numerous international organizations and human rights have emphasized house importance. 

House is profoundly rooted in the economic, financial, and political structure of each country. Nevertheless, [3] 

reported that the fluctuation of house prices has always been an issue for house owners, buildings and real estate, 

besides [4] stated that house has become unaffordable as there is substantial price growth in several countries in the 
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housing sector. Residents' quality of life as well as national economy depends on the potential house price increase. 

Ultimately, this issue will affect investors who are making their house as an investment. 

An increase in house demand occurs each year, indirectly causing house price increases every year. The problem 

arises when there are numerous variables such as location and property demand that may influence the house price, thus 

most stakeholders including buyers and developers, house builders and the real estate industry would like to know the 

exact attributes or the accurate factors influencing the house price to help investors make decisions and help house 

builders set the house price. 

House price prediction can be done by using a multiple prediction models (Machine Learning Model) such as 

support vector regression, artificial neural network, and more. There are many benefits that home buyers, property 

investors, and house builders can reap from the house-price model. This model will provide a lot of information and 

knowledge to home buyers, property investors and house builders, such as the valuation of house prices in the present 

market, which will help them determine house prices. Meanwhile, this model can help potential buyers decide the 

characteristics of a house they want according to their budget [5]. Previous studies focused on analyzing the attributes 

that affect house price and predicting house price based on the model of machine learning separately. However, this 

article combines such a both predicting house price and attributes together.  

In this article, literature review focuses on predicting house price based on the model of machine learning as well 

as analyzing attributes primarily used in previous study that affect house price. This paper was arranged as follows: the 

first section summarizing overall of this study. Second section described the common attributes used in prediction of 

house price around the world. It was followed by a brief discussion of machine learning model used in previous study to 

predict house price. For the next section, the comprehensive effects of the current house price prediction model are 

addressed. Ultimately, section 5 and section 6 respectively provide the description and conclusion of this 

comprehensive literature analysis. 

2.  Attributes 

House price prediction can be divided into two categories, first by focusing on house characteristics, and secondly 

by focusing on the model used in house price prediction. Many researchers have produced a house price prediction 

model, including [1, 3, 6–8]. 

A research undertaken by [9] analyses the existing housing price in Jakarta, Indonesia using the conceptual model 

and questionnaires. Based on the results, the attributes or factors affecting the house price differ for each house 

construction in Jakarta, therefore accepting the validity of this analysis as the main purpose of this research is to classify 

the factor or attributes affecting the house price. Various considerations influence the price of a house. According to 

[10], the factors influencing house prices can be classified into three categories: location, structural and neighborhood 

condition. 

A.  Locational 

Location is considered to be the most significant feature of house price determination [6, 9–11]. [12] in his study 

also observed the significant of location attributes in deciding house price. The location of the property was classified in 

a fixed locational attribute. All of these studies point to the close association between locational attributes such as 

distance from the closest shopping center, or position offering views of hills or shore, and house price variations. 

B.  Structural 

Another significant feature influencing the house price is structural structure or some research has listed it as 

physical attributes [10, 13]. Structural characteristic is a feature that people may identify, whether number of bedrooms 

and bathrooms, or floor space, or garage and patio. These structural attributes, often offered by house builders or 

developers to attract potential buyers, therefore meet the potential buyers' wishes. In [14] in his earlier study, structural 

attributes would be the key consideration for house hunters in determining what to purchase as such attributes represent 

their market value. In their earlier study, [15] stated that all these attributes have a positive relationship to rising house 

prices [16]. 

C.  Neighbourhood 

Neighborhood qualities can be included in deciding house price. According to [13], efficiency of public education, 

community social status and proximity to shopping malls typically improve the worth of a property. There is a 

substantial rise in house prices from the fifth-class suburban community to affluent neighborhood as predicted [16]. 

Nonetheless, [13] study found that these qualities tend to be cultural based, as they are not similarly relevant in all 

cultures. 
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Table 1. Summarization of Attributes used in Previous Study 

Previous Study [6] [3] [4] [17] [18] [19] [5] [10] [9] 
Data 

Source 

Locational 

Attributes 

Access to shopping mall ✔ ✔ ✔ ✔ ✔ 
 

✔ ✔ 
 

7 

Access to schools ✔ 
  

✔ 
  

✔ ✔ ✔ 5 

Access to hospitals ✔ ✔ ✔ ✔ 
  

✔ ✔ ✔ 7 

Restaurants  
  

✔ 
  

✔ ✔ ✔ 4 

Public Transportation ✔ ✔ 
 

✔ 
  

✔ ✔ ✔ 6 

Structural 

Attributes 

No of bedroom ✔ ✔ ✔ ✔ 
  

✔ 
  

5 

No of bathroom  ✔ 
  

✔ ✔ 
   

3 

Floor area ✔ 
  

✔ ✔ 
    

3 

Garage and patio  
  

✔ ✔ ✔ 
   

3 

Property age housing  ✔ ✔ ✔ ✔ 
    

4 

Lot size 
 

✔ ✔ ✔ ✔ ✔ ✔ ✔ 
 

7 

Neighborhood 

Attributes 

Socio-economic variables   
 

✔ ✔ 
   

✔ 3 

Local government  
        

0 

Crime rates  
        

0 

Place of worship  
     

✔ ✔ 
 

2 

Pleasant landscape  ✔ 
    

✔ 
  

2 

Quiet atmosphere  ✔ 
       

1 

Economic 

Attributes 

Income 
        

✔ 1 

Cost of material  
       

✔ 1 

 

Based on Table 1, it is cleared that locational attributes which consist of access to shopping mall, access to school, 

access to hospital, restaurants and public transport are the most common attributes used in prediction of house price 

followed by neighborhood and economic attributes. 

3.  Machine Learning Model 

According to [20], the paradigm of evaluating the house demand can be classified into two classes which are the 

traditional method and the advanced valuation method. The traditional valuation scheme, including multiple regression 

method and stepwise regression process, whilst hedonic pricing tool, artificial neural network (ANN) and spatial 

analysis framework are advances valuation method. The model selection to be used to predict house price is quite 

critical as varieties of models are available. One of the most commonly utilized models in this research field is 

Regression Analysis which is used in many studies, including [3, 10, 21]. Another common model for house price 

predictions is the Support Vector Regression (SVR) [7, 22, 23]. 

A.  Regression Analysis 

i.  Hedonic Price Model 

The housing market is slightly different from normal good consumption. According to [13], housing market is 

unique because it displays the characteristics of resilience, flexibility and spatial fixity. Therefore, hedonic approach is 

preferred to accurately predict market differential. [24] conceived hedonic model back in 1939, but this research was 

popularized in the early 1960s with comprehensive uses by Zvi Griliches and Rosen [24]. In the early 1930s, Court used 

this model to analyse automotive value in pricing and quality characteristics. [25] defined hedonic as "the implicit 

prices of attributes and are revealed to economic agents from the observed prices of differentiated products and the 

specific quantities of their characteristics." Following years of progress, Rosen applied the approach to the residential 

home price study and became commonly included in real estate sector research [3].  

Rosen's philosophy or model comprises two separate phases. The regression of a product price on its attributes is 

performed in the initial stage to calculate the aggregate price of the component. A measure of a goods price will be 

determined in the first stage, but the inverse demand function cannot be generated at this stage. Thus, the second stage 

of estimation is needed to identify the inverse demand function that can be derived from the first stage implicit price 

function. In an earlier study, a study compared three commonly used house price measurement methods which are 
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simple average method, hedonic model, and matching approach. The result found that when adopted on the housing 

market, two methods that are simple average method and matching approach were proven biased. Thus, the hedonic 

model provides the highest results relative to those two most commonly encountered versions [3].  

Hedonic pricing model is a statistical model that believes the worth of the property is the sum of all its attributes 

based on hedonic market theory. 

ii.  Multiple Linear Regression 

Regression analysis is a model used to determine the relationship between variables. In order to evaluate the 

correlation of the variables, the correlation coefficient or regression equation can be used [26]. Multiple regression 

models can determine which characteristics are the most important to explain the dependent variable. Multiple 

regression analysis also allows certain price predictions by capturing independent and dependent variable data. In [27], 

the power of the multiple regression model can be seen when the value of the relationship between dependent and 

independent variables is measured. [28] use multiple regression modelling to describe improvements to an independent 

variable with a dependent variable.  

This model can be achieved using the house price projection as separate and dependent variables like house prices, 

house size, property sort, number of bedrooms, and many more. Therefore, the house price is set as a target or 

dependency variable, while other attributes are set as independent variables to determine the main variables by 

identifying the correlation coefficient of each attribute. 

B.  Support Vector Regression 

Support vector regression is a predictive model based on SVM, a neural network that usually has three layers, a 

powerful form of supervised learning. The model is based on a subset of training data. The advantages of support vector 

regression are that it is capable of processing non-linear results, provides only one possible optimal solution, and able to 

overcome a small sample learning issues [23].  

The potential to produce market predictions in several markets, including real estate, shows that this model can 

overcome the non-linear regression problems and small sample learning problems. Moreover, as this model did not 

depend on probability distribution assumptions, and the ability of mapping the input attribute, either linear or non-linear, 

this model was commonly used at house price modelling [22]. Support vector regression offers huge benefits in so 

many aspects as this model can avoid over-fitting problems, while ensuring a single optimum solution by minimizing 

structural risks and empirical risks [29]. 

In this field of study, support vector regression is used to collect details on neighborhood, structural and locational 

attributes.  

C.  Artificial neural Network 

In 1958, [30] created artificial neural network known as ANN. Walter Pitts and Warren McCulloch published a 

paper entitled "A Logical Calculus of Ideas Immanent in Nervous Activity" in the year 1943 which notes that a neural 

network may artificially be created, based on the role and structure of a biological neural network. In another research, 

as this model would often promote learning, artificial neural networks are claimed to be artificial brain diagrams [31, 

32].  

The artificial neural network model has always been selected when a non-linear attribute is involved. The analysis 

of home price estimation should also use this model as a spatial consideration for the price of housing is also non-linear. 

Therefore, as in [32-35], their study produces a good result, thus it is promising to provide an exact predictive model 

utilizing the artificial neural network algorithm. This system, however, has very limited performance. ANN can model 

complex non-linear relationships as house price predictions involve many non-linear variables. 

D.  Gradient Boost 

Gradient boosting was created by [36] in 1999 and is a commonly used machine learning algorithm because of its 

performance, consistency and interpretability. Gradient boosting delivers state-of-the-art in various machine learning 

activities, such as multistage classification, click prediction and ranking. With the advent of big data in recent years, 

gradient boosting faces new challenges, especially with regard to the balance between accuracy and performance [37]. 

There are few parameters for gradient boosting. To ensure a dynamic balance between fit and regularity, the following 

steps can be taken to select parameters: (1) Setting regularization parameters (lambda, alpha), (2) reducing learning rate 

and decide those optimal parameters again [19]. 

4.  Related Work 

A total of 14 articles were reviewed and evaluated to capture all attributes that influences the price of house. [3] in 

his article stated that square footage of unit of a house is the most importance variable in predicting price of a house, 

followed by number of bathrooms and number of bedrooms. Apart from that, the study suggests that the worth of the 

house increases by 2.6% if the floor space of the house is raised by 100 square feet. They also conclude that when the 
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building's operating year is 1 year lower, the value increase by 0.3 percent. In addition, the price of a house would 

increase by 10.4 or 13.7 percent, with one more bedroom or one more bathroom.  

 

 
Fig.1. Types of Attributes used in Previous Study 

From previous study reviewed, 19 attributes are stated to have been widely used by other researchers to evaluate 

house price. The attributes from 12 articles, which is shown in Fig. 1, are both grouped and tabled in a bar graph. It is 

therefore obvious what attributes researchers have used extensively to determine house prices. The number in the above 

bar graph represents the cumulative papers that used the attributes as predictor. 

The diagram above shows that a shopping mall, hospital access and a house's lot size are the main attributes used 

to establish house prices. The research in recent years has dominated debates concerning locational attributes, including 

access to shopping centers and hospitals, as well as structural attributes, including number of bedrooms and the lot size 

of the house. 

In fact, [16] described the location as an important house price predictor. The contribution of location attribute to 

house price drops as predicted from first class residential districts to fifth class residential districts. [5] pointed out that 

the four objects which most affected the house price are hospitals, schools, campuses, and leisure parks, which can be 

included in the locational attributes. 

In comparison, 8 of 14 studies have used the structural attributes to determine house prices, including number of 

bedrooms, number of bathrooms and the lot size of the house. [38] clarified that the three major attributes that influence 

home selling rates are the total square feet, overall efficiency and the total number of bathroom units. This finding is in 

line with [7] who discovered that the number of bedrooms and bathrooms and the home price have significant relations. 

In a similar vein, [17] stressed that an added floor, bedroom and washroom add 13 per cent, 16 per cent and 2 per cent 

to the home price, respectively. 

In addition to the locational and structural attributes, many researchers use the attributes of neighborhood to 

determine house prices. This can be seen in [12], where he claimed that neighborhood influences affected the house 

price, because citizens are likely to select a better neighborhood today. The neighborhood attributes also include low 

crime rates, pleasant scenery and quiet atmosphere. These factors will determine whether the price of house is high or 

low. 

Although only a few researchers chose economic attribute, including individual income and the expenses of 

constructing a house, as the factor in determining a house price, we agree that economic attributes do have a major 

impact on house prices. [9] stated in his study that a house price can be determined based on an individual income 

because the government plays a role in setting a house price dependent on individual financial conditions. [12] supports 

this study in saying that the relationship between house price and income is important to describe the affordability of a 

house. This is one of the factors leading to each person's affordability to own or rent a house. An evaluation of the main 

attributes that impact the house price is crucial and related to the first research question of this study. 

After evaluating the main attributes impacting house price determination, the data mining methodology (which is 

in the context of this study is a predicting model) can be used to estimate house price.  

In order to forecast house price, predictive modeling such as support vector regression or artificial neural network 

were used. Predictive modeling uses data mining to forecast what it observed during the study phase. Fig. 2 shows types 
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of predictive model that is used by researchers in previous study. However, four popular prediction models, or more 

known as classifiers, used by researchers to construct this predictive model which are multiple linear regression, 

supporting vector regression, artificial neural network and classifier gradient booster.  

 

 

Fig 2. Types of Predictive Model used in Previous Study 

Table 2. Summarization of Predictive Model used in Previous Study 

Previous study [38] [3] [7] [39] [34] [32] [40] [22] [10] [19] [41] [11] [23] 
Data 

Source 

Multiple Regression Analysis ✔ ✔ 
 

✔ 
  

✔ 
 

✔ 
 

✔ ✔ 
 

7 

Support Vector Regression   ✔ 
    

✔ 
    

✔ 3 

Artificial Neural Network   ✔ 
 

✔ ✔ ✔ 
     

✔ 5 

XGBoost ✔ 
        

✔ 
   

2 

 

Table 2 shows that the most popular model used to predict house price is by using multiple regression analysis. 

The hedonic price model was typically used for classification of important variables together with other regression 

model, such as support vector regression, multiple regression analysis and other models. Meanwhile, research by [38] 

selects XGBoost as the best model since it provides the lowest RMSE value in contrast with other models in his study. 

Such an analysis is related to the second research question of this study. 

5.  Finding and Discussion 

The associations between the house price and predicting model included in this segment have been explored. In 

addition, the impact of various attributes on specific model have also been evaluated and debated.  

Table 3. Analysis of House Attributes and RMSE of Each Model 

Models Attributes RMSE Previous Study 

Multiple Linear Regression 

Structural attributes 0.1261 [38] 

Locational and structural attributes - [3] 

Locational and structural attributes 0.267 [39] 

Locational attributes - [40] 

Locational attributes - [10] 

Economic attributes - [41] 

Locational, structural and neighborhood attribute - [11] 

Locational and structural attributes 0.3079 [7] 
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Support Vector Regression 
Locational and structural attributes 0.2362 [7] 

Locational and structural attributes - [22] 

 Locational attributes 0.0047 [23] 

Artificial Neural Network 

Locational and structural attributes 0.5155 [7] 

Locational attributes - [32] 

Locational attribute - [40] 

Locational attributes 0.0581 [23] 

XGBoost Structural attribute 0.1212 [38] 

 

Based on reviewing numerous papers, there are several attributes used by researchers in their work to forecast 

house prices. All of these attributes can be divided into 4 main categories which are locational, structural, neighborhood 

and economic attributes. The locational attribute consists of variables which described the accessibility to shopping mall, 

accessibility to school, accessibility to hospital, restaurants and availability of public transport. Meanwhile, the 

structural attribute consists variables of number of bedrooms, number of bathrooms, floor area, garage and patio, 

property age housing and lot size. The neighborhood on the other hand described the socioeconomic variables, crime 

rates, place of worship, pleasant landscape, and quiet atmosphere which the variables is quite subjective. And lastly the 

economic attributes consist of income factor and cost of material factor. The most common used attributes by previous 

research regarding house price prediction are locational and structural attributes, as neighborhood and economic 

attributes are difficult to define and measure.  

The classification of attributes made it easier to analyze the effects of different attributes on different models. The 

tabulation of finding based on evaluation of previous study can be seen in Table 3. Looking at the table above, it can be 

seen that support vector regression has the smallest RMSE value, 0.0047. Technically, the RMSE value of a model is 

highly dependent on the attributes used during the prediction process. Most of the model that are using the same 

attributes (locational attributes) will generate a very low RMSE value indicating the best model. However, this cannot 

simply show the best model because several previous studies rarely provide the RMSE value to justify their model 

being the best model. On the basis of the analysis table, the locational attribute may be assumed to be the main attribute 

used by several models such as support vector regression and artificial neural network support. The RMSE value is very 

low with the presence of the locational attribute only, however, the RMSE value is quite high when the structural 

attribute is combined with the locational attribute for the input to make a prediction. 

Next, ANN provides the second lowest of RMSE value which is 0.0581. Findings revealed that locational 

attributes are indeed the relevant attributes used in the ANN model to forecast house price. Similar to SVR, the RMSE 

value is fairly high when locational and structural attributes are used together. This indicates that the locational attribute 

should be used alone to achieve low RMSE values by ANN model. In the meantime, the XGBoost model also yields the 

lowest RMSE while only the structural attribute is involved.  

However, research on model with structural attributes alone is very limited as previous research focused mainly on 

locational attributes or the combination of locational and structural attributes in order to predict house prices. In general, 

our analysis suggests that SVR, ANN and XGBoost are the most efficient models compared to other models, whereas 

locational attributes are the main attribute in predicting house price. 

6.  Conclusions 

This paper examined and analyzed the current research on the significant attributes of house price and analyzed the 

data mining techniques used to predict house price. Technically, houses with a strategic location such as the 

accessibility to shopping mall or other facilities tend to be more expensive than houses in rural areas with limited 

numbers of facilities. 

The accurate prediction model would allow investors or house buyers to determine the realistic price of a house as 

well as the house developers to decide the affordable house price. This paper addressed the attributes used by previous 

researchers to forecast a house price using various prediction models. Taken together, the results of the survey have 

shown the potential of SVR, ANN and XGBoost in predicting house prices. These models were developed based on 

several input attributes and they work significantly positive with house price. In conclusion, the impact of this research 

was intended to help and assist other researchers in developing a real model which can easily and accurately predict 

house prices. Further work on a real model needs to be done with the utilization of our findings to confirm them. 
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