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Abstract—In  this  paper,   the   existence  and  exponential 
stability of  anti-periodic  solutions  for shunting inhibitory  
cellular   neural   networks  (SICNNs)   with   continuously 
distributed delays  are considered by constructing suitable 
Lyapunov  fuctions   and   applying   some  critial  analysis 
techniques.  Our  results  remove  restrictive  conditions of  
the  global  Lipschitz and bounded conditions of activation 
functions and new sufficient conditions ensuring the exist-
ence  and exponential  stability  of  anti-periodic   solutions   
for  SICNNs  are  obtained. Moreover, an example is given 
to illustrate the feasibility of the conditions in our results. 

 
Index Terms—Global  exponential   stability,  Shunting  

inhibitory  cellular  neural  networks,  Anti-periodic  soluti-
on,  Continuously distributed delays,  Lyapunov  fuctions. 
 

I. INTRODUCTION 

Recently, cellular   neural   networks  (CNNs) have shown 
great  potential  as  information-processing  systems,  and many 
researchers  have  paid  much  attention  to the  research  on the 
theory and application of the CNNs. Some sufficient conditi-
ons are given to ensure the existence and  stability of  the 
equilibrium  point  for  the  CNNs. The  shunting  inhibitory  
cellular neural networks (SICNNs) are a new class of  CNNs, 
which were introduced by Bouzerdoum and  Pinter in [1-
3], and have been extensively applied  in  psychophysics, 
speech, perception, robotics, adaptive pattern recognition, 
vision, and  image processing. Hence, they have been the 
object  of  intensive  analysis by numerous  researchers  in 
recent  years. In  particular ,  there  have  been  extensive  
results  on the  problem of  the  existence and stability of  
periodic and almost periodic solutions  of SICNNs in the 
literature (see, e.g., [4-13] and the references therein). In 
contrast,  however,  very  few  results  are available on  a 
generic, in-depth, existence  and  exponential  stability of 
anti-periodic solutions  for SICNNs (1.1). Moreover, it is 
well known that  the existence  of  anti-periodic solutions 
play a  key  role in characterizing the behavior of nonlin-

ear  differential  equations  (see [14-17]). Since  SICNNs 
can be analog voltage transmission, and voltage transmi-
ssion process is often an anti-periodic process. Thus, it is 
worth while  to continue to investigate the existence and 
stability of anti-periodic solutions of  SICNNs.  

Consider shunting inhibitory cellular neural  networks 
(SICNNs) with continuously  distributed delays described 
by 
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              )()( tLtx ijij + ,                                             (1.1) 
where  ,,,2,1,,,2,1 njmi LL ==  

ijC  denotes    the  

cell at the ),( ji position of the lattice, the r -neighborho-
od   ),( jiN r  of  

ijC  is given by 

}1,1,),max(:{),( nlmkrjlikCjiN kl
ijr ≤≤≤≤≤−−= . 

ijx   acts  as  the  activity  of   the  cell 
ijC , )(tLij  is  the  

external Input  to 
ijC ,  the  variable 0)( >taij  represent  

the  passive  decay  rate of  the cell activity, 0)( ≥tC ij
is 

the   connection   or   coupling   strength   of  postsynaptic 
activity of  the  cell  transmitted  to  the cell 

ijC  , and  the 
activity function )( ⋅f is a continuous  function  represen-
ting   the  output   or   firing   rate  of   the  cell  

klC ,  and 

0)( ≥tτ    corresponds to the transmission delay. 
However,  we  note  that,  in   most  of   the  above-

mentioned    literature,   the   activity   function    f(·)    is   
assumed to be global Lipschitz continuous  and bounded,  
that is,  there  exist  constants fμ  and 

fM such that for 
all Ryx ∈,  
( 0T )     yxyfxf f −≤− μ)()( , 

fMxf ≤)( . 
To   the  best  of  our  knowledge,  few  researchers  have 
considersed  SICNNs  without  ( 0T ). Thus, it is worthwh-
ile to continue to investigate system (1.1). 

In   this   paper,  we  will  establish   new   sufficient  
conditions    ensuring    the    existence,  uniqueness   and 
exponential  stability  of anti-periodic solutions of system 
(1.1) without ( 0T ). Moreover,  an example  is provided to 
illustrate the effectiveness of our results. 

Let  RRtu →:)(  be  continuous   in t .  )(tu  is  
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said  to  be T -anti-periodic on R if 
            )()( tuTtu −=+   for all Rt ∈ . 

Throughout   this   paper,  for ,1,,,2,1 == jmi L    
n,,2 L , it will be assumed  that ),,0[:, +∞→RCa ijij

       

→RLij :  R  are   continuous    functions    and  :)(tτ  

],0[ τ→R , and 
)()( taTta ijij =+ , )()( tCTtC ijij =+  

)()( ufuf =− ,        ),()( tTt ττ =+   

)()( tLTtL ijij −=+ , Rut ∈∀ , .                      (1.2) 
Set 
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The  initial  conditions associated with system (1.1) 
are  of the form 

  ]0,[,)()( τϕ −∈= sssx ijij ,                               (1.3) 
where mnij ,,12,11 L= and )(⋅ijϕ denotes real-valued 
continuous function defined on ]0,[ τ− . 

We   also   assume   that   the   following  conditions 
hold. 
( 1T ) There  exist  continuous  functions ++ → RR:μ  

such that for each D  
DvuvuDvfuf ≤−≤− ,,)()()( μ .    (1.4) 
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=ij mn,,12,11 L , such that 

,0
),(

])()0([ 0000 >
∈

−+− ∑ +

jiNC
LDDDfCDa

rkl

ij

kl
ijij μ  

,
),(

0])()0()([)( 0011∑
∈

<+++−
jiNC

DDfeDDCa
rkl

kl
ijij μμλ λτ

 
                                                                                     (1.5)    
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Definition 1. Let )}({)( txtx ij
∗∗ =  be  an  anti-periodic 

solution     of     system    (1.1)     with      initial     value  
)}({)( tt ij

∗∗ = ϕϕ . If  there  exist constants  0>λ  and 

1>M  such that for every   solution )}({)( txtx ij= of  
system  (1.1) with  initial  value )}({)( tt ijϕϕ = , 

.,,12,11,0,)()(
1

mnijteMtxtx t
ijij L=>∀−≤− −∗∗ λϕϕ  

where })()(max{
0
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),(1

ss
s

ijijji
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=− ϕϕ
τ

ϕϕ .Then

)(tx∗  is said to be globally exponentially stable. 
The  remaining  parts of this Letter are organized  as 

follows. In  Section 2,  sufficient  conditions  are  derived  
for  the  boundedness  of  solution  of (1.1).  In Section 3, 
we present new sufficient  conditions  for  the  existence , 

uniqueness   and   exponential   stability  of  anti-periodic  
solutionof  (1.1) .  In   Section 4 , an illustrative  example  
is given to show the effectiveness of the proposed  theory  
and  method . In  Section 5, we give several remarks. 

 
Ⅱ. Preliminary results 
 

Lemma 2.1. Let   ( 1T )  and    ( 2T )  hold.  Suppose   that 

=∗ )(tx  )}({ txij
∗

  is a solution  of  system (1.1) with  initial 
Conditions 

)()( ssx ijij
∗∗ = ϕ  ,  

0)( Dsij <∗ϕ  ,  ]0,[ τ−∈s  .    (2.1) 

Then   
  

0)( Dtx ij <∗   ,  0≥t  ,  mnij ,,12,11 L= .    (2.2)  

Proof.  Assume, by way of contradiction, that (2.2)   does 
not   hold. Then ,  there  exist },,12,11{ mnij L∈    and 

0>δ  such that        
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0)( Dtx
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where  },,12,11{ mnij L∈ . Calculating the upper right 
derivative of )(δ∗

ijx , together with (T1) , (T2) and (2.3) , 

we can obtain 
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0<  
This  is  a  contradiction   and   hence   (2.2)   holds.  This 
completes the proof. 
Remark 2.1. In view of the boundedness of this solution, 
from  the   theory   of    functional  differential  equations   
in [18], it follows that )(tx∗ can be defined on ),[ +∞−τ . 
Lemma 2.2. Suppose  that  ( 1T )  and  ( 2T )  are  satisfied. 

Let  T
mn txtxtxtx ))(,),(),(()( 1211
∗∗∗∗ = L    be  the   solution  of 

system (1.1)  with  initial value (2.1) , and ),(()( 11 txtx =   

T
mn txtx ))(,),(12 L  be the  solution  of  system (1.1)  with 

initial   value   ),(()( 11 tt ϕϕ = T
mn tt ))(),(12 ϕϕ L    and  
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1)( Dsij <ϕ for ]0,[ τ−∈s . Then there exist constants 

0>λ  and 1>M  such that 
mnijteMtxtx t

ijij ,,12,11,0,)()(
1
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Proof. Set )}()({)}({)( txtxtyty ijijij
∗−==  Then  

   
∑

∈
−−−=′

),(
)()))((()[()()()(

jiNC
txttxftCtytaty

rkl

ijkl
kl
ijijijij τ

 
 

)],()))((( txttxf ijkl
∗∗ −− τ                          (2.4) 

where  },,12,11{ mnij L∈ . 
We consider the Lyapunov functional 

        mnijetytV t
ijij L,12,11,)()( == λ .            (2.5) 

  Let 1>M  denotes  an  arbitrary real number and set   
0})()(max{

0
sup

),(1
>−

≤≤−
=− ∗∗ ss

s
ijijji

ϕϕ
τ

ϕϕ . 

It follows from (2.5) that 
],0,[,)()(

1
τϕϕλ −∈−<= ∗ tMetytV t

ijij
 

where  },,12,11{ mnij L∈ .We claim that   
 .,12,11,0,)()(

1
mnijtMetytV t

ijij L=>−<= ∗ϕϕλ  

(2.6)   
Contrarily, there must exist },,12,11{ mnij L∈  and 

0>ijt such that    

 
1

)( ∗−= ϕϕMtV ijij
 ,and  ),[,)(

1 ijij
ttMtV τϕϕ −∈−< ∗ .    

(2.7) 
where },,12,11{ mnij L∈ . It follows from (2.7) that  

0)(
1
=−− ∗ϕϕMtV ijij

, ),[,0)(
1 ijij

ttMtV τϕϕ −∈<−− ∗ . 

                                                                                                                                     
(2.8) 

Calculating    the   upper   right   derivative   of   )( ijij tV  
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which contradicts ( 2T ) Hence, (2.6) holds. It follows that 
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This  completes  the  proof . The  proof  of  Lemma 2.2  is 
completed. 
Remark 2.2.  If  T

mn txtxtxtx ))(,),(),(()( 1211
∗∗∗∗ = L   is   the 

T-anti-periodic  solution  of system (1.1), it follows  from 
Lemma 2.2 and Definition 1 that  )(tx∗  is globally expon-
entially stable. 
 

Ⅲ. Main results 
 

The following is our main result. 
Theorem 3.1. Suppose  that ( 1T )  and  ( 2T )  are satisfied. 
Then    system   (1.1)   has   exactly   one   T-anti-periodic 
solution )(tx∗ .  Moreover, )(tx∗  is globally exponentially 
stable. 
Proof. Let T

mn txtxtxtx ))(,),(),(()( 1211 L=   be  a  solution  
of system (1.1) with initial conditions 
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mnijsDsssx ijijij ,,12,11],0,[,)(),()( 0 L=−∈<= τϕϕ . 

                                                                                                                      (3.1) 
By Lemma 2.1, the solution )(tx  is bounded and 
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where  },,12,11{ mnij L∈ .  Thus,  for   any   natural 
number  k , ))1(()1( 1 Tktxk ++− +  are  the  solutions  
of  system  (1.1). Then,  by  Lemma  2.2,  there  exists a 
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Now we will show that )(tx∗  is the T-anti-periodic 

solution of system (1.1). First, )(tx∗  is T-anti-periodic, 
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Next ,  we  prove  that )(tx∗  is a  solution  of  (1.1) . In 
fact , together with the continuity  of  the  right side of 
(1.1), (3.3) implies  that  }))()1{(( ′+− pTtxp uniformly 
converges  to  a  continuous  function on any compact      
set of   R. Thus, letting ∞→p , we obtain 
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Therefore, )(tx∗  is a solution of (1.1). 

Finally, by  Lemma 2.2, we  can prove that )(tx∗  is 
globally exponentially stable. This completes the proof. 

If      we    take   ijijijij CtCata == )(,)(  ,    then    the 
system (1.1) can be modified  to the following form: 
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 We   can  make the following conclusion: 
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then   system   (3.9)   has   one  T-anti-periodic  solution.  
Moreover,   the    T-anti-periodic   solution   is   globally 
exponentially stable. 
        In [14], J.Shao also discussed existence and exponen-
tial  stability  of  anti-periodic  solutions of system  (3.9) and 
The following result was proved. 
Theorem A (J.Shao[14]) Assume that 
( ∗

1T ) there exist constants fμ  and 
fM such that for all 

Rvu ∈,  
vuvfuf f −≤− μ)()( ,  

fMuf ≤)( . 
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em  (3.9)  has  one  T-anti-periodic  solution. Moreover,    
the   T-anti-periodic  solution  is  globally  exponentially 
stable. 
Remark 3.1The Corollary 3.2 is different with Theorem  
A  because  we  do  not  require that the activity function 
 f(·)  is  assumed to be  global  Lipschitz  continuous and 
bounded.Our criteria is more general than the one in [14].  
 

Ⅳ. An example 
 

In  this  section , we  give  an  example  to demon-
strate the results obtained in previous sections. 
Example 4.1.  Consider   the   following  SICNNs   with 
continuously distributed delays: 
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])( 00 DDμ+ , 
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So  ( 2T )  holds. By  Theorem   3.1, all  the  solution  of 
system  (4.1)   with   initial   value    

1)( Dsij <ϕ    for  

]0,[ τ−∈s    converge  exponentially  to  one π -anti-
periodic solution. 
       If      we    take   ijij ata =)(  ,  
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and  other  conditions  of   the  above  example also hold, 
then, by Corollary 3.2, all  the  solution  of system   (4.1)   
with     initial    value    

1)( Dsij <ϕ     for   ]0,[ τ−∈s    

converge exponentially  to one π -anti-periodic solution. 
Remark 4.1. The function )(⋅f  in Example 4.1 does not 
satisfy    the    conditions  of   Theorem A  (J.Shao[14]) . 
Thus , the results in Theorem A  (J.Shao[14]) can not be 
applied to Example 4.1. This implies  that the  results of 
this paper are essentially new. 
 

Ⅴ. Conclusion 
 

In  this  paper ,  shunting  inhibitory  cellular neural 
networks   with  continuously   distributed  delays   have 
been   studied.  New    Sufficient    conditions    for    the 
existence and global exponential stability of anti-periodic 
solutions   have   been   established , which  complement 
previously known results. Moreover, an example is given 
to illustrate the effectiveness of our results. 
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