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Abstract—PSICO-A is a new educational system, based 

on the web, for learning psychology. Its computational 

architecture consists of a front-end and a back-end. The 

first one contains a design mode, a reflective mode, a 

game mode and a simulation mode. These modes are 

connected to the back-end, which is composed of a rule 

engine, an evaluation module, a communication module, 

an expert module, a student module and a metacognitive 

module. The back-end is the heart of the system analysing 

the performance of pupils. PSICO-A assembles Boolean 

equations introducing algorithms such as those of 

Levenshtein, Hamming, Porter and Oliver. The system 

design used the programming language PHP5 for a clear 

and fast interface. PSICO-A is an innovative system 

because it is the first system in psychology designed for 

assessing the value of computer-based learning games 

compared with simulations for teaching the subject. Other 

systems use virtual environments for teaching subjects 

like mathematics, physics or ecology to children but the 

role of digital games and simulations in learning 

psychology is to date an unexplored field. A preliminary 

analysis of the motivational value of the system has been 

performed with sample of undergraduate students, 

verifying its advantages in terms of to encouraging 

scientific exploration. An internal evaluation of the 

system, using the game mode, has been conducted. 

 

Index Terms—PSICO-A, Psychology, Education, 

Intelligent Tutoring Systems, Digital Games, 

Simulations. 

 

I. INTRODUCTION 

The term ‘Intelligent tutor system’ (ITS) was coined 

by Sleeman and Brown 1 and designates a software 

system that uses techniques of artificial intelligence to 

represent knowledge and interacts with students so they 

learn the concepts. ITS has evolved from a mere 

Skinnerian instructional proposal 2-5 towards the 

design of virtual environments of experimentation 

according to a constructivist viewpoint of learning 6. 

Very recent and relevant examples are MetaTutor 7, 

Betty ś Brain 8 or REAL 9. MetaTutor is a learning 

environment designed to foster students  ́ learning about 

the human circulatory system. MetaTutor is designed to 

train self-regulated processes 10, 11 that relate to 

metacognitive monitoring and learning strategies for 

handling task difficulties. Using  student trace data and 

think-aloud protocols, the authors provide insight into 

the student ś thought processes. Students predominantly 

use strategies for acquiring knowledge from the system, 

and they only occasionally employ monitoring strategies 

to verify what they have learned 12.   

Betty ś Brain is based on the learning by teaching 

paradigm 13-15. This computational system uses a 

combination of speech, text and animation, 

implementing several types of activities. Betty is a 

virtual agent and students teach Betty by constructing a 

concept map representation 16. Students check their 

teaching by asking Betty questions, which she answers 

using causal reasoning through chains of links 17. 

Students can observe how well they have taught Betty 

through a set of questions chosen by the mentor agent, 

Mr Davis. Mr Davis not only provides feedback to Betty 

and the student but also provides advice, when asked. 

Two types of self-regulation strategies are posited by 

Betty ś Brain 18: (a) information seeking, whereby 

students search the available resources in order to 

expand existing knowledge ,and (b) information 

structuring, whereby students structure the information 

through causal relationships to build their concept maps. 

It has been demonstrated that the Betty ś Brain system 

facilitates students  ́science learning  by promoting very 

productive cognitive and metacognitive processes 19. 

Students who utilised this system constructed better 

concept maps than students who used a non-teaching 

version or traditional methods 20. 

The REAL or Reflective Agent Learning environment 

21, 22 is an interactive learning environment that 

allows students to construct imaginary worlds, 

generating simulation games and reflecting upon their 

demonstrated  understanding of a subject. REAL 

contains a reflective agent or student model which 

models students  ́ level of competence. The reflective 

agent can be released in the simulation environment 

running in the students  ́imaginary world 23. Thus, the 

reflective agent can be viewed as the pupil ś own 

embodiment within the simulation. An expert agent 

consists of propositional networks and procedural rules 

in the form of if-then clauses and the pedagogical agent 
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decides which students  ́misconceptions to look for and 

what feedback to give. The feedback is sent to the user 

in the form of thought boxes. It has been well 

established that REAL is a motivational learning 

environment and encourages reflection by giving users 

several cognitive tools to explore problematic situations.  

PSICO-A includes features proceeding from the 

implementation of those computational systems. For 

example, PSICO-A is a system based on agents, uses the 

idea of Novak ś conceptual maps 24 , is inspired by 

representational theory 25 and gives relevance to 

metacognition 26. Other pedagogical influence derives 

from Karpicke and Blunt ś research on free retrieval 

practice for learning 27. PSICO-A is an innovative 

system, however, because it is the first one teaching 

psychology to undergraduates. Other systems use virtual 

environments for teaching children anatomy, ecology or 

mathematics, for instance, so why not design intelligent 

learning environments for teaching psychology?  

PSICO-A is also the first system to assess the value of 

computer-based learning games compared with 

educational simulations, today a key issue in the field of 

the application of computational systems to education.  

PSICO-A is a web-based system since the future 

design of intelligent tutoring systems is on the Internet. 

The advantages of this approach are obvious: first, a 

bulk storage; second, the flexibility to reconfigure the 

design. In fact, PHP5 is the language used to achieve a 

clean and fast interface in PSICO-A. The back-end of 

the system contains an Analyser that uses algorithms of 

similarity and distance for finding the presence of 

concepts.  In this paper, we present the computational 

architecture of PSICO-A to provide the generic 

framework of the system. We then describe its 

implementation and next, we expose the experimental 

design. We conducted two experiments with several 

samples of high school students.    The first one revealed 

an external evaluation and the second one revealed the 

real functionality of PSICO-A by realising an internal 

evaluation. Finally, we propose some conclusions and 

future directions for this line of research. 

 

II. ARCHITECTURE OF THE SYSTEM 

PSICO-A, developed in PHP5 language 28, consists 

of a front-end, which is the area in which the student 

interacts with the system, and a back-end or teacher 

interface (where the teacher performs the Analyser 

settings and gets performance data from students). In the 

front-end we find a home screen subdivided into the 

following components: on the middle left is a ‘Concept 

Map Editor’ which displays a ‘File Menu’, a ‘Mode 

Menu’ and a ‘Help Menu’. The Concept Menu follows 

the theoretical principles established by Novak 24 and 

consists of a series of boxes occupied by concepts and 

connectable by the student through the use of various 

arrows. The mode is displayed in ‘Game’, ‘Simulation’ 

and ‘Reflection’. The game consists of an animation in 

which MOUSI (our virtual agent) travels through a maze 

(following the experimental design by Crespi 29, 

measuring the effect of the amount of reward on the 

speed with which a rat would cover a certain course; this 

experiment was very relevant for the development of 

drive-reduction theory by Hull 30, which is the subject 

of our Didactic Unit). The simulation presents MOUSI 

running through a corridor (as in the original experiment 

by Crespi) with different incentives and velocities. 

Whereas simulations ‘are structured environments, 

abstracted from some specific real-life activity, with 

stated levels and goals’ 31, computer-based learning 

games are ‘applications using the characteristics of 

video and computer games to create engaging and 

immersive learning experiences for delivering specified 

learning goals, outcomes and experiences’ 32. 

Computer games are interactive experiences that are fun 

to engage in while building awareness and educational 

simulations usually develop skills and capabilities more 

rigorously. Reflection Mode allows the students to 

verify the accuracy of their learning. When they click on 

the ‘Learning’ button (center top), the Didactic Unit 

window disappears and ‘Prior Knowledge’, ‘Notepad’, 

‘Confidence Judgments’, ‘Metacognitive Judgments’ 

and ‘Evaluation’ buttons come up.  

The back-end or teacher interface is at the heart of 

how our computational system works. Its core is a 

student performance Analyser that allows the 

interpretation and verification of their texts in natural 

language. The Analyser allows them to enter word lists. 

In the Editor of the lists and in the concepts it is essential 

to introduce a code identifying the elements introduced. 

As regards lists, not only single words can be entered 

but whole sentences, always separated by commas. Such 

lists, being saved, are compared by the system with the 

sequences of terms introduced by the student in the 

Notepad. The lists are then used in equations of concepts. 

Concepts must be identified by a different code in each 

case, their name and a description of themselves. Each 

concept represents either a correct concept (which is 

expected to be present) or the wrong one (which is 

expected to be absent). The system determines if a 

concept is present or absent in the student ś response, 

executing an equation defined by the teacher for that 

concept. The equation consists of a series of functions 

(and parameters), concatenated with the logical 

operators &=AND, |=OR and !=NOT. Each function 

returns a logical value (1=TRUE, 0=FALSE) and 

brackets and parentheses can be used to group them, as 

is done conventionally in mathematical or logical 

expressions. Therefore, for ‘E’, expressing equation, ‘F’, 

function, and ‘C’ concept, E(C)=(F1|F2)&F3 is analysed 

as meaning that if C is considered to be present if F3 and 

at least one of the functions F1 and F2 give TRUE. Each 

function is applied to each of the words of the response. 

The functions can receive parameters. If the function 

applied to a word or group of words gives the value 

TRUE, the function is valid for that word or group of 

words and is marked on the Analyser. If, on the contrary, 

the function is found to be invalid, the concept does not 

appear. Clearly, articles and pronouns are discarded and 
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we are only interested in nouns, adjectives, verbs and 

adverbs. Nor is there sensitivity to capital letters. Three 

of the functions also have as argument a number (n) and 

make use of distance algorithms or similarity measure 

between chains of signs: Similarity is the function 

(similar(n,list)), Levenshtein is the function 

(levenhstein(n,list)) and Hamming (hamming(n,list)). 

Two functions, Accuracy (list) and Quasi-Accuracy (list) 

use basic algorithms. Finally, Stemmer (list) uses the 

Porter algorithm. 

As regards distance between chains the intention is to 

measure the differences between them. Oliver ś 

algorithm 33 discusses the similarity between two 

chains, returning the same number of characters to a 

degree less than or equal to a variable ‘n’. Its 

formulation in our Analyser is: similar (n,list) returns 

TRUE if the examined word is considered a degree of 

similarity less than or equal to ‘n’ in at least one word of 

the list. 

The Levenshtein algorithm 34 has many uses, from 

the detection of plagiarism to the analysis of the DNA 

strands. It can be applied to chains of different lengths 

and reflects the number of deletions, insertions or 

substitutions required to transform a source string into a 

target string. For example, if the source string is ‘drove’ 

and the target string is ‘drive’, the Levenshtein distance 

is one, since a single transformation is necessary for 

both chains to be equal (exchange the ‘o’ for the ‘i’ in 

this case). The greater the value of the distance, the 

greater the difference between the chains analysed. The 

expression of Levenshtein ś algorithm in our Analyser is 

as follows: levenshtein (n,list) returns TRUE if the word 

is considered to have a ‘Levenshtein distance’ less than 

or equal to ‘n’ in at least one word on the list. 

Hamming ś algorithm 35 is defined only for chains 

of the same length, expressing the number ‘n’ of the 

places where two chains are different. It is formulated in 

our Analyser as: hamming (n,list) returns TRUE if the 

word examined has a ‘Hamming distance’ less than or 

equal to ‘n’ in at least one word on the list. 

Accuracy identifies identical chains and it returns 

TRUE if the examined word is in the list of words. 

Quasi-Accuracy locates identical chains, excluding 

vowels, and it is formulated as returning TRUE if the 

examined word is in the list of words without checking 

the vowels. 

The most commonly used algorithm for a function of 

‘stemmer’ or reduction of a word to its root or stem is 

that of Porter 36, following adaptation by Estrella and 

Duboue 37 to Spanish. It can extract the suffixes and 

prefixes of different words that express a common 

content. In our Analyser the stemmer (list) returns 

TRUE if the examined word is approved by the 

Stemmer algorithm in at least one of the words on the 

list. 

With all these features in view, we exemplify how to 

construct and interpret an equation in our Analyser. So, 

Accuracy (list1) AND Quasi-Accuracy (list2) | 

levenshtein (3, ‘word1, word2’) is interpreted as though  

the concept is considered present in the response if and 

only if the words of ‘list1’ are in the exact form of the 

response AND the words of ‘list2’ are in almost the 

exact form of the response, OR if a word in the response 

contains a Levenshtein distance of three with respect to 

‘word1’ and/or ‘word2’.  

 

III. IMPLEMENTATION 

The main screen of PSICO-A contains a ‘Concept 

Map Editor’ displaying a ‘File Menu’, a ‘Mode Menu’ 

and a ‘Help Menu’. In the Maps Concept Design 

window, buttons appear which generate them. On top is 

the button entitled ‘Concept’ which will distribute boxes 

on the screen and assign concepts to them. In the 

‘Concept’ box a bar of concepts appears. Next to the 

‘Concept’ button are the indicative buttons of 

‘Relationship’, and there are three kinds of relations in 

form of arrows: a conventional continuous arrow 

designates a type of causal relation; a white-tipped arrow 

denotes a type of hierarchical relationship; and a non-

continuous arrow designates a descriptive class of 

relation. As the student chooses the concepts, the boxes 

containing the same on the screen are drawn out and the 

student traces the connections between them using the 

above types of arrows. The concept boxes can be moved, 

deleted, and changed in size. The screen Concept Map 

Editor displays the number of concept boxes and arrows 

of various kinds that the subject has inserted at the end 

of the task, specifying the names. This is shown in Fig. 1. 

 

 
 

Figure 1. Concept Map Editor. 

 

File displays all the basic components of any 

conventional file of a program: these are ‘New’ (which 

allows you to design a new map), ‘Open’ (which opens 

the maps already constructed and stored), ‘Save as’ 

(which preserves maps already designed), ‘Print’ (which 

prints all system screens), ‘Edit My Tab’ (where the 

student writes their name and surname and introduces 

the password) and ‘Exit’.  

The game consists of an animation in which MOUSI, 

our virtual agent, will travel through a maze, as can be 

observed in Fig. 2. 
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Figure 2. Game screen. 

 

After the game, the student can see their success in 

achieving the defined goals. A simulation with MOUSI 

travelling through a corridor according to the parameters 

of the experiment by Crespi 29 can be observed in the 

following Fig. 3. 

 

 
 

Figure 3. Simulation screen. 

 

The system formulates a series of questions. The 

responses are scored in the Reflection Mode and the 

adjusted score Analyser of the system back-end is also 

reflected in the Learning Assessment Module. This 

module also finds the correct response or no response 

from the ‘feedback’ given to the student in Reflection 

Mode, rephrasing the question, in case of failures.  

In the left window, the Help Menu resolves the most 

common concerns of the system application that a 

subject may have. In the central part of the main display 

area is a ‘start survey’ which, when activated, generates 

above a button entitled ‘Learning’ and a summary of 

contents, and to the right, the Didactic Unit to be studied. 

In ‘Prior Knowledge’, the subjects have to state whether 

they knew anything about the topic before studying it 

and what (background information). The Notepad allows 

the free recovery. Our Analyser back-end allows the 

fidelity of the  student ś memory to be judged. This is 

one of the strengths of PSICO-A: comprehensive 

training conjugation with retentive learning. Our 

computer system applies the combination of a number of 

functions measuring the similarity and distance between 

words and chains of words (Accuracy, Quasi-Accuracy, 

Similarity, Hamming, Levenshtein and Stemmer) to 

assess the fidelity of the student ś retention in relation to 

the textual content studied. The ‘Confidence Judgments’ 

button displays a window that asks the subject to enter 

their degree of confidence (as a percentage) in their 

learning of the Didactic Unit 38.   

The Metacognitive Judgments area consists of 10 

questions based on the questionnaire of the Global 

Metacognitive Model by Mayor, Suengas and González 

Marqués 39, and the student must choose and check 

one of four options that are recorded. 

In the members zone intended for students in the 

back-end and next to the name of each is an area that 

collects the performance data. Here the data are 

collected from the Notepad, the concepts located there, 

the time devoted to study (in seconds), the percentage 

entered in the Confidence Judgements area, the score 

obtained in the questionnaire on Metacognitive 

Judgements, the number of questions answered correctly 

as identified by the Assessment window and collected 

from the reflection mode and, finally, the total score in 

the game mode and in the simulation mode. 

 

IV. METHOD 

We evaluated the PSICO-A application using an 

external evaluation based on 40 and an internal 

evaluation method.  

A. External Evaluation: Results and Discussion  

This targets the motivational value of the system to 

students. It addresses the following questions: (1) does 

PSICO-A increase your interest in psychology?; (2) do 

you think that PSICO-A can increase  understanding of 

the subject?; (3) would you like to learn more about 

psychology? Twenty-two students (M=17.3) from the 

IES ‘Francisco Giner de los Ríos’ High School (Madrid) 

participated in one session. They worked individually on 

PSICO-A. Subjects first read the learning material (a 

lesson about drive-reduction theory by Hull) for 10 

minutes. Then they did a pre-test that evaluated the level 

of their understanding. After a brief orientation on 

PSICO-A, students started to run the system using the 

game mode. Later, students worked on a post-test and 

ten of them participated in an interview for five minutes. 

The session lasted 55 minutes. User activity processes 

were saved in each computer and retrieved as data 

sources. 

Eighteen students observed that the system was 

friendly and that the game was great fun. They generally 

had no problem using the tools although the design of 

the conceptual map caused them some trouble (perhaps 

motivated by the use of three types of relations). Four 

students had prior knowledge but the knowledge was 

imprecise and based on biology lessons. The localisation 

of concepts retrieved from the Notepad was high 
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(M=14.3 for 20 concepts) corresponding to a high 

degree of confidence (72%). The metacognitive results 

obtained were less striking (M=5.9). Without a doubt, 

metacognitive reflection is not usual in the educational 

system. In fact, students paid a lot of attention to the 

questionnaire, spending a lot of time competing it. All of 

the students finished the game, obtaining 1,420 points on 

average. In reflection mode five students were not able 

to obtain five points out of 10. On the Likert scale of one 

to five (Yes/No) the results showed excellent student 

evaluation of PSICO-A for n=22. The response 

categories and their values are as follows (see Table I): 

1=strongly disagree. 

2=disagree.  

3=neutral. 

4=agree 

5=strongly agree. 

4.5=Yes. 

1.5=No. 

 

TABLE I. Results On Psico-A In Post Test 

 

QUESTIONS MEAN 

1) Does manage PSICO-A increase 

your interest in Psychology? 

4.5 

2) Do you think that PSICO-A can 

increase the understanding of the subject? 

4.2 

3) Would you like to learn more about 

Psychology? 

4.3 

 

We conducted a simple external evaluation of PSICO-A 

and participants showed great interest in the system. To 

investigate student perceptions of the system, the interviews 

were conducted in a semi-structured format 41. Most 

students said that the game was fun and believed that the 

system was useful. Most subjects, according to the results in 

Table 1, think PSICO-A could be an interesting scaffolding 

from which to learn more about psychology in the future. 

Some students commented on their desire to study the subject. 

For example, one student commented: “Just something I am 

interested in, really, and I would enjoy  it. So I thought  if I do 

something I enjoy I am more likely to better at it.”  

Interestingly, there was also evidence that students may have 

higher expectations for the subject using the system.: “… it is 

not like other subjects where you sit down and you work just 

doing the same type of exercise. That makes sense, it is always 

different.” As in a typical classroom, however, many students 

displayed weak metacognitive thinking. Many of them read 

the items of the metacognitive questionnaire slowly and 

perhaps some of their responses were casual. Some students 

expressed frustration when the system introduced the 

metacognitive questionnaire: “It was annoying, it kept saying 

`you have to think this…you have  to study so .́” Although all 

of the students received a brief introduction on how to 

complete the questionnaire, many students were unsure of how 

to proceed, asking on what items to pick out. Some students 

failed to understand the precise meaning of the different 

arrows in the concept map. This requires multi-tasking and 

could be rather confusing for potential learners. As expected, 

most students used the feedback included in Reflection Mode. 

It appears then, that the presence of the feedback helped keep 

students focused on the activity: “…I did not know what to 

choose for a while so I asked and I got on track.” Some 

students also commented that the amount of concepts from  the 

Didactic Unit was too extensive: “…all this information…they 

were like, `homeóstasis ,́ ìncentivo  ́and...”  

B. Internal Evaluation: Results and Discussion  

Three classes (M=17.6), taught by the same teacher, 

were assigned to experimental groups randomly. Three 

conditions were used in the study. In the first condition 

(Group TBG, n=24) or Text-Based Group, students were 

provided with the test-based resource or classical 

teaching and received a lecture-based teaching unit from 

the textbook with a duration of 55 minutes. The class 

included presentation of the subject, review and 

resolution of queries posed by students. After the 

explanation, they indicated their percentage of 

confidence in the learning of the subject and filled in the 

metacognitive questionnaire adapted to PSICO-A.  

In the second group (Group PBG, n=21) or PSICO-A 

Based Group, students obtained their resources through 

PSICO-A.  

Students in the third group (Group PGG, n=24) or 

PSICO-A plus Game Group obtained their resources 

from PSICO-A incorporating the game.  

The meetings were performed in parallel, i.e., the 

same day at the same time, and two teachers attending 

the sessions in the computer room.  

A pre-test and a post-test, facilitating objective 

comparison of the learning, was administered to all 

students. They consisted of 30 multiple choice questions 

(each offering three options). Table II reveals the post-

test gains for the three groups: 

 

TABLE II. Post-Test Gains For Tbg, Pbg And Pgg 

 

TEST GROUP         N PERCENTA

GE 

Pre-test       TBG        24           65 

       PBG        21           61 

       PGG        24           60 

Post-test       TBG        24           74 

       PBG        21           82 

       PGG        24           86 

 

ANOVA revealed that there were significant gains in 

pre- to post-test scores for all three groups (F(1,66)= 

48.015, p< .001). A significant interaction was found 

between scores and group: F(2,66)=3.367, p< .039. One-

way ANOVAs revealed that there was a significant 

difference between groups on the number of concepts  

generated in the Notepad (F(2,29)=5.781, p< .008) but 

no significant difference in the number of correct 

definitions generated (F(2,29)=2.434, p< .106). A Tukey 

HSD comparison between groups performed on the 

number of  concepts in the Notepad, showed that the 

PGG group generated significantly more concepts than  
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either the TBG and PBG groups. 

The analysis indicates that students learning outcomes 

were related to whether they used the computational 

system or not. There is a positive change from the pre-

test to the post-test. It would be worth further examining 

whether students using PSICO-A have smaller learning 

outcome immediately after the session. Students using 

computer game in PSICO-A seem to remember 

significantly better the studied concepts compared to 

students using more traditional teaching methods or 

even compared to students using PSICO-A without 

game. This could, however, be related to motivational 

differences between groups. Perhaps the PGG group 

could be said to have overall a stronger intrinsic 

motivation for using the game. The game does not 

interfere with explicit generation, that is, it improves the 

retention process but it does not improve the 

understanding mechanism. In a future study, it is 

necessary to analyse the retention of students in the 

course for eliminating potential differences in the initial 

baseline. Also an internal evaluation of the system will 

be required to provide a comparison between games and 

simulations to foster learning in psychology.  

 

V. CONCLUSIONS 

In this article we have presented an Intelligent 

Tutoring System, called PSICO-A, for learning 

psychology. It is a pioneer educational system 

combining digital games and simulations. Programmed 

in PHP5 language, its computational architecture 

consists of a front-end and a back-end. The first contains 

a design mode for building concepts, a reflective mode, 

a game mode and a simulation mode. These modes are 

connected to the back-end, which is the core of the 

system and analyses the performance of the pupils. 

PSICO-A assembles Boolean equations introducing 

algorithms such as those of Oliver, Levenshtein, 

Hamming and Porter. 

PSICO-A takes as a model recent and powerful 

computational educational systems like MetaTutor, 

Betty ś Brain and REAL but its design is based on many 

pedagogical influences, such as conceptual maps by 

Novak 24 and representational theory by Black 25, 

introducing images and mental models as a 

representation of knowledge and its influence on the 

construction of virtual worlds for learning, the relevance 

of metacognition, Kapicke and Blunt ś findings about 

free retrieval practice for learning and, of course, the 

constructivist paradigm in education 42,43. 

We conducted an external evaluation of the system 

and verified the motivational value of the system. 

Besides, it was conducted an internal evaluation 

comparing the learning outcomes of three experimental 

groups. Students in the first group were provided with 

text-based resources and the other conditions involved 

students who worked in collaboration with PSICO-A 

(plus game and without game). PSICO-A improved the 

learning and the combination with the game increased 

the generativity of concepts but further studies are 

required. In a future, however, an internal evaluation 

will be required to provide a comparison between games 

and simulations using PSICO-A.  
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