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Abstract: Denoising is a vital aspect of image preprocessing, often explored to eliminate noise in an image to restore its 
proper characteristic formation and clarity. Unfortunately, noise often degrades the quality of valuable images, making 
them meaningless for practical applications. Several methods have been deployed to address this problem, but the 
quality of the recovered images still requires enhancement for efficient applications in practice. In this paper, a wavelet-
based universal thresholding technique that possesses the capacity to optimally denoise highly degraded noisy images 
with both uniform and non-uniform variations in illumination and contrast is proposed. The proposed method, herein 
referred to as the modified wavelet-based universal thresholding (MWUT), compared to three state-of-the-art denoising 
techniques, was employed to denoise five noisy images. In order to appraise the qualities of the images obtained, seven 
performance indicators comprising the Root Mean Square Error (RMSE), Mean Absolute Error (MAE), Structural 
Content (SC), Peak Signal to Noise Ratio (PSNR), Structural Similarity Index Method (SSIM), Signal-to-
Reconstruction-Error Ratio (SRER), Blind Spatial Quality Evaluator (NIQE), and Blind/Referenceless Image Spatial 
Quality Evaluator (BRISQUE) were employed. The first five indicators – RMSE, MAE, SC, PSNR, SSIM, and SRER- 
are reference indicators, while the remaining two – NIQE and BRISQUE- are referenceless. For the superior 
performance of the proposed wavelet threshold algorithm, the SC, PSNR, SSIM, and SRER must be higher, while lower 
values of NIQE, BRISQUE, RMSE, and MAE are preferred. A higher and better value of PSNR, SSIM, and SRER in 
the final results shows the superior performance of our proposed MWUT denoising technique over the preliminaries. 
Lower NIQE, BRISQUE, RMSE, and MAE values also indicate higher and better image quality results using the 
proposed modified wavelet-based universal thresholding technique over the existing schemes. The modified wavelet-
based universal thresholding technique would find practical applications in digital image processing and enhancement. 
 
Index Terms: Wavelet transforms; Noisy image; Denoising; BRISQUE; Wavelet thresholding; Improved universal 
thresholding; Intelligent signal processing. 
 
 

1.  Introduction 

Denoising remained a vital area of image preprocessing to remove noise from an image to restore its proper 
formation and nature [1–3]. Generally, effective image processing and storage often suffer major setbacks due to  
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various alterations created by noise during capture or acquisition and via electronic transmission [4,5]. For example, the 
film grain can be the main noise source if an image is captured and scanned employing a photograph made with a 
certain film during processing. Also, the noise can corrupt an acquired image using digital format by using a detector-
based image data-gathering mechanism in the processing [6]. Thus, anything that interferes with and deteriorates the 
characteristics of the original image during acquisition, electronic transmission, reproduction, and storage is considered 
noise. The effective removal of this noisy component without losing the essential features of the original image and 
signal data is a challenging task [7–9], making it an active research area in recent times. The need to investigate this 
exciting area of research in the current study is not out of place. Therefore, this study proposes a modified universal 
wavelet-based thresholding (MWUT) method, which optimally denoises degraded noisy images with uniform and non-
uniform variations in illumination and contrast. 

The conventional means of image processing involving noise removal in the existing literature comprises 
averaging filters, Wiener filters, median filters, and the Fourier transform methods [10–19]. These methods are mainly 
based on low frequency-selective filters. However, these filters often fail once noise occupies or shares a parallel and 
comparable frequency band within the image. Another key disadvantage of most filters is their inability to mollify 
medium-tailed and related noise distributions [20–23]. 

Over the years, Fourier transforms and the other filtering techniques highlighted above have been deployed. 
However, another unique image and signal denoising technique, wavelet transforms, has become the first choice in 
modern literature due to its distinctive multi-resolution analysis and time-frequency localization advantages [24]. The 
wavelet transform can orthogonalize any image or data being processed and reproduces the sparse matrix 
transformation in the original image. It has been shown to outperform other image processing and transformation 
techniques [25,26]. The wavelet transform has two exceptional properties, which are scale and location. The scale, also 
commonly termed dilation, is the property that defines how crushed” or “stretched” the wavelet is in relationship to 
frequency. The location property determines how the wavelet is positioned in space or time. The two properties enable it 
to decompose images or data into coarse (approximation) levels and finer (detail) parts.  

In previous works, a range of techniques based on wavelet theory exist, and the key ones include the wavelet 
threshold technique, modulus maxima technique, and wavelet correlation technique [27]. Among these techniques, the 
wavelet threshold technique proposed by Donoho and Johnstone [28] is the most extensively engaged owing to its 
simplified computational approach and weighty influence. However, the effectiveness of this technique depends on the 
suitable choice of its optimal threshold value when employed in noisy image-based preprocessing or denoising. 
Choosing too large a threshold value can filter out useful information in the image. On the other hand, if the selected 
threshold value is too small, it may retain a large amount of noise in the image. A comparative evolution of six wavelet 
thresholding techniques toward effective Image denoising was proposed [29]. Results indicate that the neigh shrink and 
block shrink sure provided the best wavelet-based thresholding compared to the four thresholding wavelet methods. 
Similarly, an improved wavelet thresholding approach that can give outstanding image processing details and quality is 
proposed and explored for wireless camera networks via computer simulation [30].  

A new threshold function, Fleming, has been reported [31] for optimal PD signals treatment and preserved partial 
discharge analysis. Recently, an enriched threshold calculation scheme that considers different decomposition layers 
based on wavelet threshold has been proposed [32]. The sample application employed by the authors revealed that the 
proposed scheme can perfectly denoise and reserve the desired features of the processed signals. However, the above 
wavelet thresholding methods are only appropriate in uniformly illuminated noisy images with contrast distribution. 
Therefore, the above techniques could suffer severe limitations when substantial noise and non-uniform variation in 
illumination and contrast exist in noisy images [33–35].  

To this end, this paper proposes the modified universal wavelet-based thresholding (MWUT) method, which 
optimally denoises degraded noisy images with uniform and non-uniform variations in illumination and contrast. The 
optimal performance quality of the proposed method is examined using practical examples compared to three state-of-
the-art denoising techniques provided using seven distinctive performance gauges. These include the Root Mean Square 
Error (RMSE), Mean Absolute Error (MAE), Structural Content (SC), Peak Signal-to-Noise Ratio (PSNR), Structural 
Similarity Index Method (SSIM), Signal-to-Reconstruction-Error Ratio (SRER), Blind Spatial Quality Evaluator 
(NIQE), and Blind/Referenceless Image Spatial Quality Evaluator (BRISQUE).  

In particular, the main contributions of this paper are outlined as follows: 
 
 A modified universal threshold computation technique termed MWUT is proposed in this work. 
 The noisy image denoising procedure is demonstrated using the proposed MWUT technique. 
 A quantitative assessment of the denoised images is presented to examine the efficacy of the proposed wavelet-

based threshold technique. 
 
The remaining part of this paper is organized as follows. Section 2 presents the theory of wavelet thresholding and 

the universal wavelet-based thresholding algorithm. Section 3 describes the modified universal threshold computation 
algorithm and the noisy image denoising procedure using the proposed MWUT technique. Section 4 presents the results 
of the proposed algorithm and a quantitative assessment of the denoised images. Finally, Section 5 offers a concise 
conclusion to the study. 



Image Denoising based on Enhanced Wavelet Global Thresholding Using Intelligent Signal Processing Algorithm 

Volume 15 (2023), Issue 5                                                                                                                                                                         3 

2.  Wavelength Thresholding 

Wavelet thresholding, called ‘wavelet shrinkage’, is a unique nonlinear technique of transforming or denoising an 
image to a time-scale domain by thresholding the wavelet coefficients. 

Consider a situation during transmission and acquisition wherein noise acts upon an original image via direct 
superposition given by equation (1):   

 
        𝐴𝐴(𝑘𝑘) = 𝐵𝐵(𝑘𝑘) + 𝐶𝐶(𝑘𝑘)                                                                           (1) 

 
where 𝐵𝐵(𝑘𝑘) and 𝐴𝐴(𝑘𝑘) express the respective original image and observed noisy image with C(𝑘𝑘) ≈ 𝑁𝑁(0, 𝜎𝜎2) denoting 
the noise distribution at the acquisition (receiver) end. In wavelet transform analysis, denoising is accomplished by 
thresholding. The foremost step is to estimate the original image 𝐵𝐵(𝑘𝑘) from the noisy image 𝐴𝐴(𝑘𝑘) with minimum error. 

Let 𝑊𝑊𝑑𝑑 indicate a 𝑀𝑀 × 𝑀𝑀discrete wavelet transform matrix and 𝑊𝑊𝑑𝑑
−1, the wavelet transforms inverse. Applying the 

wavelet transform on equation (1) results in equation (2):   
 

𝑄𝑄 = 𝑅𝑅 + 𝑍𝑍                                                                                   (2) 
 

where 𝑄𝑄 = 𝑊𝑊𝑑𝑑(𝐴𝐴) expresses the image wavelet coefficients, 𝑅𝑅 = 𝑊𝑊𝑑𝑑(𝐵𝐵), 𝑍𝑍 = 𝑊𝑊𝑑𝑑(𝐶𝐶) 
The above process is such that by applying the wavelet transform on the image and then subjecting it through a 

threshold, the larger entries 𝑄𝑄 are retained while removing or shrinking the noisy component below a fixed value. Then, 
the inverse transform of the denoised estimate is given by equation (3): 

 
𝑓𝑓 = 𝑊𝑊𝑑𝑑

−1𝑄𝑄                                                                                  (3) 

2.1.  Universal Wavelet-based Thresholding 

Different approaches exist for wavelet-based thresholding, all producing different results when applied to signals 
or images during processing. Generally, the different techniques can be grouped as soft, semi-soft, or hard thresholding. 
The universal threshold, also known as Visushrink, was originally proposed and applied by Donoho [27,28]. It is given 
by equation (4), and the noise variance is given by equation (5): 

 
               𝜆𝜆𝐺𝐺 = 𝜎𝜎��2. 𝑙𝑙𝑙𝑙𝑙𝑙(𝑁𝑁)                                                                         (4) 

 
                𝜎𝜎� = √2[median(|w-median(𝑤𝑤)|)] /.6745                                                   (5) 

 
where 𝑁𝑁is the sampling points number (or length), and median(|w−median(w)|) defines the wavelet coefficient median 
absolute deviation, with w expressing the vector of wavelet coefficients. Equation (5), 𝜎𝜎� estimates the noise variance. 
The above thresholding approach can flop once the contextual radiance of the image is uneven. The resultant effect is a 
poor and imprecise reconstruction of the desired processed image, a major weakness. 

3.  Proposed Methodology 

This section presents the proposed wavelet-based thresholding technique, the noisy image denoising procedure 
using the proposed MWUT, and a quantitative assessment of the proposed MWUT technique. 

3.1.  The proposed Wavelet-based Thresholding Technique 

A modified universal threshold computation formula termed MWUT is proposed in this work. As shown in 
equation (6), a constant term z that can improve the original universal threshold computation formula is introduced, and 
it is given by equation (7): 

 
𝜆𝜆𝑀𝑀𝑀𝑀𝑀𝑀 = 𝑧𝑧 ∗ 𝜎𝜎��2. 𝑙𝑙𝑙𝑙𝑙𝑙(𝑁𝑁)                                                                       (6) 

 
𝑧𝑧 = 1/log10(prod (size(𝑋𝑋)))                                                                 (7) 

 
Here, 𝜆𝜆𝑀𝑀𝑀𝑀𝑀𝑀 indicates the modified universal threshold formula, and the parameter z is introduced to regulate the 

properties of the image size X being denoised.  
For 𝑧𝑧 = 1, the modified universal threshold formula reduces to a threshold value of equation (8), i.e.: 
 

lim
𝑧𝑧→1

𝜆𝜆𝑀𝑀𝑀𝑀𝑀𝑀 = 𝑧𝑧 ∗ 𝜎𝜎��2. 𝑙𝑙𝑙𝑙𝑙𝑙(𝑁𝑁)                                                              (8) 
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where σ̂ estimates the noise standard deviation. 
As demonstrated in Fig. 1 using a flow block diagram, the modified universal threshold is applied to the noisy 

image by following algorithm 1 described in the next section.  
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quality

IDWT
Process

Desired
image

Modified universal
thresholding

Check the PSNR
parameters
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Fig. 1. Modified universal threshold computation method 

3.2.  The Denoising Algorithm 

The stepwise image denoising procedure, tagged algorithm 1, is designed to achieve a near-optimal wavelet-based 
soft thresholding in the denoising algorithm. The algorithm is reasonably simple and computationally efficient to 
implement. It has the following steps as given in algorithm 1. 
 
Algorithm 1: The noisy image denoising procedure using the proposed MWUT 
Step 1: Input: Noisy image; Resultant output: Desired image 
Step 2: Add Gaussian white noise to the image to obtain the noisy image 
Step 3: Use the DWT to decompose the noisy image  
Step 4: Calculate the noise variance 
Step 5: Calculate the actual noisy image ratio using equation (5) 
Step 6: Multiply the computed actual noisy image ratio with the convention universal threshold to obtain the modified 
universal threshold 
Step 7: Denoised the noisy image with the modified universal threshold 
Step 8: Reconstruct using IDWT to obtain the desired image 
Step 9: Appraise the desired image quality using key performance metrics like PSNR, SSIM, NIQE, etc. 

3.3.  Quantitative Assessment Indicators 

The image quality indicators considered to assess the efficacy of the proposed wavelet-based threshold technique 
include the Root Mean Square Error (RMSE) [36–38], Mean Absolute Error (MAE) [39–41], Structural Content (SC) 
[42], Peak Signal to Noise ratio (PSNR) [43], Structural Similarity Index Method (SSIM) [44], Blind Spatial Quality 
Evaluator (NIQE) [45,46], Signal-to-Reconstruction-Error Ratio (SRER) [47] and Blind/Referenceless Image Spatial 
Quality Evaluator (BRISQUE) [48,49]. Assuming the error between the reconstructed desired image 𝑏𝑏(𝑘𝑘) and the 
original image 𝑎𝑎(𝑘𝑘) is 𝑒𝑒(𝑘𝑘) = 𝑎𝑎(𝑘𝑘) − 𝑏𝑏(𝑘𝑘), 𝑘𝑘 = 0,1,2,3, . . . ,𝐾𝐾 − 1,  then the RMSE, MAE, SC, PSNR, SRER, and 
SSIM can be expressed as given in equations (9)-(14): 

 

                    𝑅𝑅𝑀𝑀𝑅𝑅𝑅𝑅 = �1
𝐾𝐾
∑ 𝑒𝑒(𝑘𝑘)2𝐾𝐾−1
𝑘𝑘=0 �

0.5
                                                                    (9) 

 

                          𝑀𝑀𝐴𝐴𝑅𝑅 = ∑ |𝒆𝒆(𝒌𝒌)|𝑲𝑲−𝟏𝟏
𝒌𝒌=𝟎𝟎

𝑲𝑲
                                                                            (10) 

 

𝑅𝑅𝐶𝐶 = ∑ �𝒂𝒂(𝒌𝒌)�𝟐𝟐𝒌𝒌−𝟏𝟏
𝒌𝒌=𝟎𝟎

∑ �𝒃𝒃(𝒌𝒌)�𝟐𝟐𝒌𝒌−𝟏𝟏
𝒌𝒌=𝟎𝟎

                                                                              (11) 
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𝑃𝑃𝑅𝑅𝑁𝑁𝑅𝑅 = � 𝑺𝑺𝑴𝑴𝒂𝒂𝑴𝑴
𝟐𝟐

∑ |𝒆𝒆(𝒌𝒌)|𝑲𝑲−𝟏𝟏
𝒌𝒌=𝟎𝟎

�                                                                          (12) 

 
              𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝜠𝜠‖𝒂𝒂(𝒌𝒌)‖𝟐𝟐

𝜠𝜠‖𝒂𝒂(𝒌𝒌)−𝒂𝒂(𝒌𝒌)‖𝟐𝟐
                                                                        (13) 

 
𝑅𝑅𝑅𝑅𝑆𝑆𝑀𝑀(𝑥𝑥, 𝑦𝑦) = [𝑙𝑙(𝑎𝑎,𝑏𝑏)]𝑜𝑜 × [𝑐𝑐(𝑎𝑎,𝑏𝑏)]𝑝𝑝 × [𝑠𝑠(𝑎𝑎,𝑏𝑏)]𝑞𝑞                                              (14) 

 
where SMax signifies the maximum image pixel intensity value. In equation (14), the 𝑙𝑙(𝑎𝑎, 𝑏𝑏), 𝑐𝑐(𝑎𝑎, 𝑏𝑏), and 𝑠𝑠(𝑎𝑎,𝑏𝑏) denote 
the luminance intensity term, contrast configuration term, and local structure formation term, with o, p, and q being 
positive constants [e.g., 𝑙𝑙 = 𝑝𝑝 = 𝑞𝑞 = 1] [50]. The BRISQUE is a subjective indicator for assessing opinion-aware 
image quality, and the NIQE is an opinion-unaware indicator that measures the naturalness of the image quality. 

4.  Results and Discussions 

The efficacy of the proposed threshold technique is comparatively evaluated over the standard universal threshold 
and other critical state-of-the-art filters, such as the median and averaging filters. The experimental evaluation is 
actualized with noisy color images of 256 x 256 pixels, and each image is processed at 5, 10, 15, and 20dB white 
Gaussian noise levels. The proposed threshold technique was compared with other techniques using MATLAB. 
Furthermore, Symlet wavelet sifts at level 2 decomposition level is used to conduct the efficacy of the proposed method. 
Our earlier works show the precedure and methods used in the current study more clearly to ease research reproduction 
[7–9]. Figs. 1a and 1b, 2a and 2b, 3a and 3b, 4a and 4b, respectively, displayed the original and noisy images being 
processed. Figs. 1c to 1f, 2c and 2f, 3c and 3f, 4a and 4f present the results of the processed images using the proposed 
thresholding technique compared with the standard universal threshold and other critical state-of-the-art filters. Figs. 2 
to 6 are the original, noisy, and denoised Mask, Mandrill, Sinsin, Cathe_1, and Bust images, respectively, using the 
proposed modified wavelet-based universal thresholding technique compared with other conventional methods. The 
images in Figs. 2a and 2b, 3a and 3b, 4a and 4b, 5a, 5b and 6a, and 6b are displayed to reveal the original and input 
noisy images. In contrast, the images in Figs. 2c to 2f, 3c to 3f, 4c to 4f, 5c to 5f, and 6c to 6f are displayed to show 
their resultant image using the proposed modified wavelet-based universal thresholding and conventional wavelet-based 
universal thresholding, median filter and averaging filter [16,17].  

 

 
Fig. 2. Comparison of different denoising techniques on Mask Images. a) Original images. b) Input Noisy image. c) Denoised image using 
conventional wavelet-based universal thresholding [27,28]. d) Denoised image using Proposed modified wavelet-based universal thresholding. e) 
Denoised image using median filter [13–15]. f) Denoised image using averaging filtering [16,17]. 
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Fig. 3. Comparison of different denoising techniques on Mandrill Image. a) Original images. b) Input Noisy image. c) Denoised image using 
conventional wavelet-based universal thresholding [27,28]. d) Denoised image using Proposed modified wavelet-based universal thresholding. e) 
Denoised image using median filter [13–15]. f) Denoised image using averaging filtering [16,17]. 

 
Fig. 4. Comparison of different denoising techniques on Sinsin Image. a) Original images. b) Input Noisy image. c) Denoised image using 
conventional wavelet-based universal thresholding [27,28]. d) Denoised image using Proposed modified wavelet-based universal thresholding. e) 
Denoised image using median filter [13–15]. f) Denoised image using averaging filtering [16,17]. 
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Fig. 5. Comparison of different denoising techniques on Cathe_1 Image. a) Original images. b) Input Noisy image. c) Denoised image using 
conventional wavelet-based universal thresholding [27,28]. d) Denoised image using Proposed modified wavelet-based universal thresholding. e) 
Denoised image using median filter [13–15]. f) Denoised image using averaging filtering [16,17]. 

 
Fig. 6. Comparison of different denoising techniques on Bust Image. a) Original images. b) Input Noisy image. c) Denoised image using conventional 
wavelet-based universal thresholding [27,28]. d) Denoised image using Proposed modified wavelet-based universal thresholding. e) Denoised image 
using median filter [13–15]. f) Denoised image using averaging filtering [16,17]. 
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In order to appraise the qualities of the images obtained and displayed in Figs. 2-6 using the proposed wavelet-
based thresholding results compared to other standard techniques, we engaged seven performance indicators: RMSE, 
MAE, SC, PSNR, SSIM, SRER, NIQE, and BRISQUE. The first five indicators, RMSE, MAE, SC, PSNR, SSIM, and 
SRER, are reference indicators. The remaining two indicators, the NIQE and BRISQUE, are referenceless. The 
normalized image length is used instead of the actual image length to bring the pixel intensity and the employed 
indicators values to the range that is more normal and clear to the senses. The results show that the image qualities 
expressed in RMSE, MAE, PSNR, SSIM, NIQE, SRER, and BRISQUE decrease as image length increases.  

For the superior performance of the proposed wavelet threshold algorithm, the PSNR, SSIM, and SRER must be 
higher, while lower values of NIQE, BRISQUE, RMSE, and MAE are preferred. Figs. 7 to 9 show the PSNR, SSIM, 
and SRER quantified performance behavior versus normalized image length using the proposed modified wavelet-based 
universal thresholding (MWUT) rule and the conventional wavelet-based universal thresholding (CWUT) rule, median 
filter, and averaging filter. The normalized image length is used instead of the real length to reduce the feature space 
and clarify the range of performance indicators values to the senses.  

As seen in Figs. 7 to 9, higher PSNR, SSIM, and SRER values in each graph show the superior denoising 
performance of our modified wavelet-based universal thresholding technique over others. Similarly, in Figs. 7 to 9, 
lower NIQE, BRISQUE, RMSE, and MAE values indicate higher and better image quality results using the proposed 
modified wavelet-based universal thresholding technique.  
 

 
Fig. 7. PSNR performance results from comparing different denoising techniques on Mask Image: Conv.WUT-Denoised image result using 
conventional wavelet-based universal thresholding [27,28]; MWUT-Denoised image result using Proposed modified wavelet-based universal 
thresholding; Med.Filter-Denoised image result using median filter [13–15]; Ave.Filter-Denoised image result using averaging filtering [16,17]. 

 
Fig. 8. SRER performance results from comparing different denoising techniques on Mask Image: Conv.WUT-Denoised image result using 
conventional wavelet-based universal thresholding [27,28]; MWUT-Denoised image result using Proposed modified wavelet-based universal 
thresholding; Med.Filter-Denoised image result using median filter [13–15]; Ave.Filter-Denoised image result using averaging filtering [16,17]. 
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Fig. 9. NIQE performance results from comparing different denoising techniques on Mask Image: Conv.WUT-Denoised image result using 
conventional wavelet-based universal thresholding [27,28]; MWUT-Denoised image result using Proposed modified wavelet-based universal 
thresholding; Med.Filter-Denoised image result using median filter [13–15]; Ave.Filter-Denoised image result using averaging filtering [16,17]. 

 
Fig. 10. RMSE performance results from comparing different denoising techniques on Mask Image: Conv.WUT-Denoised image result using 
conventional wavelet-based universal thresholding [27,28].; MWUT-Denoised image result using Proposed modified wavelet-based universal 
thresholding; Med.Filter-Denoised image result using median filter [13–15]; Ave.Filter-Denoised image result using averaging filtering [16,17]. 

 
Fig.11. MAE performance results from comparing different denoising techniques on Mask Image: Conv.WUT-Denoised image result using 
conventional wavelet-based universal thresholding [27,28]; MWUT-Denoised image result using Proposed modified wavelet-based universal 
thresholding; Med.Filter-Denoised image result using median filter [13–15]; Ave.Filter-Denoised image result using averaging filtering [16,17]. 
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Fig. 12. SSIM performance results from comparing different denoising techniques on Mask Image: Conv.WUT-Denoised image result using 
conventional wavelet-based universal thresholding [27,28]; MWUT-Denoised image result using Proposed modified wavelet-based universal 
thresholding; Med.Filter-Denoised image result using median filter [13–15]; Ave.Filter-Denoised image result using averaging filtering [16,17]. 

 
Fig. 13. BISQUE performance results from comparing different denoising techniques on Mask Image: Conv.WUT-Denoised image result using 
conventional wavelet-based universal thresholding [27,28]; MWUT-Denoised image result using Proposed modified wavelet-based universal 
thresholding; Med.Filter-Denoised image result using median filter [13–15]; Ave.Filter-Denoised image result using averaging filtering [16,17]. 

The mean quantitative results of the employed performance parameters are provided in Tables 1 to 4 for clarity 
purposes. Again, the proposed MWUT approach upturns other methods by providing better-denoised mask, mandrill, 
sinsin, Cathe_1, and Bust image qualities. For example, in terms of PSNR quality, as provided in Table 1, the proposed 
MWUT method attained 36.23, 26.01, 35.91, 34.47, and 33.06 values for the five processed images, is relatively higher 
and better than the standard denoising methods employed for benchmarking. The best performance of the proposed 
MWUT approach can be ascribed to its capacity to optimally denoise the degraded noisy images with both uniform and 
non-uniform variations in illumination and contrast. The disadvantages of other filters reside in their inability to mollify 
medium-tailed and related noise distributions. 
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Table 1. Performance comparison of proposed denoising technique and other conventional techniques on Mask, Mandrill, Sinsin, Cathe_1, and Bust 
Images with 5dB noise variance 

Table 2. Performance comparison of proposed denoising technique and other conventional techniques on Mask, Mandrill, Sinsin, Cathe_1, and Bust 
Images with 10dB noise variance 

Method Mask Mandrill Sinsin Cathe_1 Bust 
 RMSE Values 

Conv.WUT 71.78  83.49  10.60  13.10  16.00  
Prop.WUT 7.41  14.78  7.40  8.01  8.91  
Med.Filter 10.45  28.20  9.62  13.70  13.02  
Ave.Filter 19.01  34.71  9.99  17.22  21.43 

 MAE Values 
Conv.WUT 45.66  68.68  8.45  9.94  12.26  
Prop.WUT 5.98  11.88  5.98  6.44  7.19  
Med.Filter 7.37  18.32  7.11  8.85  8.83  
Ave.Filter 11.86  25.48  7.96  11.30  14.71  

 PNSR Values 
Conv.WUT 11.04  9.73  27.66  25.82 24.08  
Prop.WUT 30.77  24.77  30.78  30.10  29.17  
Med.Filter 27.78  19.16  28.50  25.43  25.87  
Ave.Filter 22.59  17.36 28.17  23.44  21.55  

 SRER Values 
Conv.WUT 33.74  35.57  37.37  45.78  44.94  
Prop.WUT 53.47  50.61  40.50  50.06   50.03  
Med.Filter 50.48  45.00  38.22  45.40  46.73  
Ave.Filter  45.28   43.20  37.89  43.41   42.40  

 NIQE Values 
Conv.WUT 11.12  8.61  18.87  9.67  12.43  
Prop.WUT 16.15  6.37  18.87  16.56  6.78  
Med.Filter 4.52  4.47  18.88  4.39  4.56  
Ave.Filter 9.62  7.11  18.87  9.19  6.86 

 SSIM Values 
Conv.WUT -0.00  0.01  0.52  0.31  0.40  
Prop.WUT 0.67  0.75  0.76  0.68  0.73  

Method Mask Mandrill Sinsin Cathe_1 Bust 
 RMSE Values 

Conv.WUT 71.37 83.08 5.65 9.08 12.07 
Prop.WUT 3.95 12.82 4.10 4.84 5.69 
Med.Filter 6.15 26.97 4.79 10.75 9.85 
Ave.Filter 16.98 33.65 5.27 15.01 19.67 

 MAE Values 
Conv.WUT 44.18 68.37 4.49 6.47 8.93 
Prop.WUT 3.19 10.24 3.31 3.85 4.56 
Med.Filter 3.84 16.73 3.43 5.72 5.88 
Ave.Filter 8.65 24.24 4.19 8.30 12.40 

 PNSR Values 
Conv.WUT 11.09 9.77 33.12 29.01 26.53 
Prop.WUT 36.23 26.01 35.91 34.47 33.06 
Med.Filter 32.38 19.55 34.57 27.53 28.29 
Ave.Filter 23.56 17.62 33.73 24.64 22.29 

 SRER Values 
Conv.WUT 33.79 35.61 42.85 48.97 47.39 
Prop.WUT 58.93 51.85 45.63 54.44 53.91 
Med.Filter 55.08 45.39 44.29 47.50 49.15 
Ave.Filter 46.26 43.46 43.45 44.60 43.14 

 NIQE Values 
Conv.WUT 9.31 7.73 18.87 8.42 11.36 
Prop.WUT 12.18 6.34 18.87 8.30 5.10 
Med.Filter 4.31 4.48 18.87 4.36 4.92 
Ave.Filter 7.67 6.64 18.87 9.89 6.25 

 SSIM Values 
Conv.WUT 0.01 0.01 0.77 0.43 0.52 
Prop.WUT 0.71 0.78 0.87 0.74 0.76 
Med.Filter 0.51 0.52 0.83 0.46 0.64 
Ave.Filter 0.38 0.26 0.79 0.32 0.37 

 BRISQUE Values 
Conv.WUT 56.63 45.07 43.47 65.62 52.05 
Prop.WUT 29.66 25.67 45.08 19.97 40.54 
Med.Filter 10.34 38.62 39.39 17.12 34.11 
Ave.Filter 39.63 40.40 43.58 36.68 42.02 
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Med.Filter 0.39  0.49  0.60  0.36  0.54  
Ave.Filter 0.27  0.24  0.55  0.22  0.31  

 BRISQUE Values 
Conv.WUT 52.69  45.52  44.71  59.76  46.42  
Prop.WUT 32.39  27.36  37.74  31.53  48.94  
Med.Filter 4.65  32.68  36.97  13.22  31.02  
Ave.Filter 36.03  40.11  43.48  23.74   40.99  

Table 3. Performance comparison of proposed denoising technique and other conventional techniques on Mask, Mandrill, Sinsin Cathe_1, and Bust 
Images with 15dB noise variance 

Method Mask Mandrill Sinsin Cathe_1 Bust 
 RMSE Values 

Conv.WUT 72.68  84.13  15.71  17.33  19.97  
Prop.WUT 10.83  17.33  11.08  11.35  12.16  
Med.Filter 15.14  30.24  14.63  17.48  17.01  
Ave.Filter 21.94    36.42  14.93  20.39 24.05 

 MAE Values 
Prop.WUT  47.57  69.14  12.55  13.49  15.56  
Med.Filter  8.77  13.98   8.94  9.15  9.83  
Ave.Filter 11.00  20.47  10.88  12.21  12.08  

Conv.WUT 15.30  27.29  11.90  14.66  17.51  
 PNSR Values 

Conv.WUT 10.94  9.67   24.24 23.39  22.16  
Prop.WUT 27.47  23.39  27.27  27.07  26.46  
Med.Filter 24.56  18.55  24.86  23.32  23.55  
Ave.Filter  21.34  16.94  24.68  21.97 20.54  

 SRER Values 
Conv.WUT 33.64  35.51   33.96  43.35  43.02  
Prop.WUT  50.17  49.23  37.00  47.03   47.32  
Med.Filter 47.26  44.39  34.58  43.28  44.41  
Ave.Filter 44.04  42.78  34.40  41.94   41.41  

 NIQE Values 
Conv.WUT 14.06   9.35  18.87  10.30  13.82  
Prop.WUT 16.06  7.42   18.88  17.58  8.58  
Med.Filter 4.98  4.73   18.88  5.19  4.60  
Ave.Filter  11.99  7.66  18.87  10.92  7.52  

 SSIM Values 
Conv.WUT -0.01     0.00  0.35  0.24  0.34  
Prop.WUT 0.65     0.73    0.67  0.64  0.70  
Med.Filter 0.34  0.45   0.44  0.30  0.47  
Ave.Filter 0.22  0.21  0.37  0.17  0.27  

 BRISQUE Values 
Conv.WUT 49.47  45.35     45.03  55.14  44.15  
Prop.WUT 26.81  30.32       28.96   31.67  50.18  
Med.Filter 7.90  32.01  17.39  12.32  28.60  
Ave.Filter 42.76 39.73    44.21  26.71  39.39  

Table 4. Performance comparison of proposed denoising technique and other conventional techniques on Mask, Mandrill, Sinsin, Cathe_1 and Bust 
Images with 20dB noise variance 

Method Mask Mandrill Sinsin Cathe_1 Bust 
 RMSE Values 

Conv.WUT 73.64  85.14  20.91  21.78  24.09  
Prop.WUT 14.25  20.03  14.55  14.66  15.45  
Med.Filter 19.90  32.97  19.54  21.93  21.44  
Ave.Filter 25.48  38.71  19.82  24.25  27.32  

 MAE Values 
Conv.WUT 49.40  69.88  16.66  17.14  18.96  
Prop.WUT 11.54  16.19  11.77  11.85  12.50  
Med.Filter 14.62  22.96  14.58  15.76  15.57  
Ave.Filter 18.81  29.48  15.78  18.23 20.59  

 PNSR Values 

Conv.WUT 
10.82  9.56  21.76  21.40  20.53  

Prop.WUT 25.09  22.13  24.91  24.84  24.39  

Med.Filter 22.19  17.80  22.34  21.34  21.54  
Ave.Filter 20.04  16.41  22.22  20.47  19.43  

 SRER Values 
Conv.WUT 33.52  35.40  31.49  41.37  41.39  
Prop.WUT   47.79   47.97  34.64  44.81  45.25  
Med.Filter 44.88  43.64  32.07  41.31  42.40  
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Ave.Filter  42.74   42.25  31.95  40.44  40.29  
 NIQE Values 

Conv.WUT 15.90  10.47  18.88  10.90  13.80  

Prop.WUT 15.03  7.86  18.88  12.94  8.61  

Med.Filter 5.80  4.24  18.88  4.98  6.42  

Ave.Filter 11.81  8.40  18.87  11.92  8.19  

 SSIM Values 
Conv.WUT -0.00  0.01  0.24  0.20  0.29  
Prop.WUT 0.63  0.72  0.62  0.62  0.68  
Med.Filter 0.31  0.42  0.34  0.26  0.41  
Ave.Filter 0.18  0.19  0.27  0.13 0.23 

 BRISQUE Values 
Conv.WUT 47.29  45.30  52.65  51.71  43.87  
Prop.WUT 28.23  32.95  34.50  32.21  49.48  
Med.Filter 14.64  33.02  29.03  19.99  22.21  
Ave.Filter 43.52  39.54 41.65 29.25  40.07  

5.  Conclusion 

In this paper, a modified wavelet-based universal thresholding technique has been proposed to enhance noisy 
image denoising. Compared with three state-of-the-art denoising techniques, the proposed method denoised four 
different noisy images. In order to qualitatively ascertain the performance of the proposed denoising method over other 
contenders, seven performance indicators such as RMSE, MAE, SC, PSNR, SSIM, SRER, NIQE, and BRISQUE, were 
employed, and all indicators are graphically and qualitatively highlighted. The higher PSNR, SSIM, and SRER in the 
final results show the superior denoising performance of our modified wavelet-based universal thresholding technique 
over the preliminaries. Similarly, lower NIQE, BRISQUE, RMSE, and MAE values in the final results indicate higher 
and better image quality using the proposed wavelet-based universal thresholding technique over the existing three 
state-of-the-art denoising techniques. The projected results would find practical applications in digital image processing 
and enhancement. Our future work will optimize the proposed wavelet-based universal thresholding technique for 
efficient performance. Finally, future work would also explore efficient algorithms for intelligent signal processing 
enabled by pervasive artificial intelligence to benefit the next generation of wireless communication systems. 
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