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Abstract— There are various noisy non-linear 

mathematical optimization problems that can be 

effectively solved by Metaheuristic Algorithms. These 

are iterative search processes that efficiently perform 

the exploration and exploitation in the solution space, 

aiming to efficiently find near optimal solutions. 

Considering the solution space in a specified region, 

some models contain global optimum and multiple local 

optima. In this context, two types of meta-heuristics 

called Particle Swarm Optimization (PSO) and Firefly 

algorithms were devised to find optimal solutions of 

noisy non-linear continuous mathematical models. 

Firefly Algorithm is one of the recent evolutionary 

computing models which is inspired by fireflies 

behavior in nature. PSO is population based 

optimization technique inspired by social behavior of 

bird flocking or fish schooling. A series of 

computational experiments using each algorithm were 

conducted. The results of this experiment were analyzed 

and compared to the best solutions found so far on the 

basis of mean of execution time to converge to the 

optimum. The Firefly algorithm seems to perform better 

for higher levels of noise. 

 

Index Terms— Metaheuristic Algorithm, Firefly 

Algorithm, PSO, Noisy Non-Linear Optimization 

 

I. Introduction 

In combinatorial optimization (CO) [2], algorithms 

can be categorized as either complete or approximate 

algorithms. Complete algorithms are guaranteed to find 

for every finite size instance of a CO problem an 

optimal solution that exists in bounded time. Still, for 

CO problems that are NP-hard, no polynomial time 

algorithm exists, assuming that P! = NP. Thus, 

complete methods might need exponential computation 

time in the worst-case scenario. This often leads to 

computation times that are usually too high for being 

useful in practical purposes. In approximate methods 

such as metaheuristics [1,2] we compromise on the 

guarantee of finding optimal solutions just for the sake 

of getting good solutions in a notably reduction in the 

amount of time. Thus, the use of metaheuristics has 

been receiving considerable attention in the last 3 

decades. This was also the case in the continuous 

optimization; due to other reasons: metaheuristics are 

usually easier to implementation as compared to 

classical gradient-based techniques [2]. Moreover, 

metaheuristics do not require any gradient information. 

This is convenient in the case of optimization problems 

where the objective function is only implicitly given 

(e.g., when objective function values are acquired by 

simulation), or here the objective function is not 

differentiable [2,3]. Two major components of any 

metaheuristic algorithms are namely intensification and 

diversification, or exploitation and exploration. 

Diversification simply means the generation of diverse 

solutions so as to explore the search space on the global 

scale, while by intensification the meaning here is to 

focus on the search in a local region by the exploitation 

of the information that a currently good solution is 

found in this region. This is combined with the selection 

of the best solutions [1]. 

In this paper we are using two metaheuristic 

algorithms - PSO and Firefly algorithm for providing 

solutions. In 1995, significant progress was made 

towards development of the Particle Swarm 

Optimization (PSO) [11,10] technique by American 

social psychologist James Kennedy, and engineer 

Russell C. Eberhart. Loosely speaking, PSO is an 

optimization algorithm which is inspired by swarm 

intelligence of the fish and birds and even by human 

behavior. These multiple agents called particles which 

swarm around the search space starting from some 

initial random guess. Firefly Algorithm (FA) [1,4,9] 
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was developed by Xin-She Yang at Cambridge 

University in 2007. FA is an optimization algorithm 

inspired by the behavior and motion of fireflies. 

This paper aims to compare the firefly algorithm with 

PSO for solving noisy non-linear problems. Rest of the 

paper is organized as follows. The Firefly and PSO 

algorithms are briefly explained and noisy non-linear 

mathematical models to be used for experimentation are 

explained in Section 2. Experimental settings and 

results are then presented in section 3. Section 4 finally 

concludes the paper.  

 

II. Metaheuristics & Optimization 

2.1. Firefly Algorithm 

2.1.1. Behavior of Fireflies 

The sky filled with the light of fireflies is a 

marvelous sight in the summer in the moderately 

temperature regions. There are near to two thousand 

firefly species, and most of them produce short and 

rhythmic flashes. The pattern observed for these flashes 

is unique for most of the times for a specific species. 

The rhythm of the flashes, rate of flashing and the 

amount of time for which the flashes are observed are 

together forming a kind of a pattern that attracts both 

the males and females to each other. Females of a 

species respond to individual pattern of the male of the 

same species. 

We know that the intensity of light at a certain 

distance r from the light source conforms to the inverse 

square law. That is the intensity of the light I goes on 

decreasing as the distance r will increase in terms of I α 

1/r2. Additionally, the air keeps absorbing the light 

which becomes weaker with the increase in the distance. 

These two factors when combined make most fireflies 

visible at a limited distance, normally to a few hundred 

meters at night, which is quite enough for fireflies to 

communicate with each other. 

2.1.2. Concept 

Now we can idealize some of the flashing 

characteristics of fireflies so as to develop firefly-

inspired algorithms. Flashing characteristics of fireflies 

is used to develop firefly-inspired algorithm. Firefly 

Algorithm (FA or FFA) [1,4,9] developed by Xin-She 

Yang at Cambridge University in 2007, use the 

following three idealized rules: 

• All the fireflies are unisex so it means that one 

firefly is attracted to other fireflies irrespective 

of their sex. 

• Attractiveness and brightness are proportional to 

each other, so for any two flashing fireflies, the 

less bright one will move towards the one which 

is brighter. Attractiveness and brightness both 

decrease as their distance increases. If there is 

no one brighter than other firefly, it will move 

randomly. 

• The brightness of a firefly is determined by the 

view of the objective function. 

 

For a maximization problem, the brightness is simply 

proportional to the value of the objective function. 

Other forms of the brightness could be defined in an 

identical way to the fitness function in genetic 

algorithms. 

2.1.3. Light Intensity And Attractiveness 

In the firefly algorithm, there are two important 

points: the variation in the light intensity and 

formulation of the attractiveness. For simplicity, we can 

assume that the attractiveness of a firefly is determined 

by its brightness which in turn is    connected with the 

encoded objective function. 

In the simplest case for maximum optimization 

problems, the brightness I of a firefly for a particular 

location x could be chosen as I(x)  f(x). Even so, the 

attractiveness β is relative, it should be judged by the 

other fireflies. Thus, it will differ with the distance rij 

between firefly i and firefly j. In addition, light intensity 

decreases with the distance from its source, and light is 

also absorbed by the media, so we should allow the 

attractiveness to vary with the varying degree of 

absorption. In the simplest form, the light intensity I(r) 

varies according to the inverse square law.  

 ( )  
  

                                       (1) 

Where Is is the intensity at the source. For a stated 

medium with a fixed light absorption coefficient γ, the 

light intensity I varies with the distance r. That is 

I Io                                         (2) 

Where Io is the initial light intensity, In order to 

avoid the singularity at r = 0 in the expression
  

  , the 

combined effect of both the inverse square law and 

absorption can be approximated as the following 

Gaussian form. 

I Io      
                                 (3) 

Since a firefly’s attractiveness is proportional to the 

light intensity seen by adjacent fireflies, we can now 

define the attractiveness β of a firefly as 

β βo      
                              (4) 

Where β0 is the attractiveness at r = 0. Since it is 

often faster to calculate1/(1 + r2) than an exponential 

function, the above function, if necessary, can be 

approximated as 

β 
βo 

(       )
                                (5) 

Both (4) and (5) define a characteristic distance Г 1/γ 

over which the attractiveness is changing significantly 
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from βo to βoe
-1 for equation (4) or βo/2 for equation (5). 

In the real time implementation, the attractiveness 

function β(r) can be any monotonically decreasing 

functions such as the following generalized form 

β(r) βo      
  (m >=1).                    (6) 

For a fixed, the characteristic length becomes 

Г=γ-1/m → 1, m → ∞.                            (7) 

Conversely, for a specific length scale Г in an 

optimization problem, the parameter γ can be used as a 

typical initial value. That is 

  
 

                                                                    (8) 

The distance between any two fireflies i and j at xi 

and xj, respectively is the Cartesian distance. 

     ||     ||  √∑ (         )
  

                    (9) 

Where      is the kth component of the spatial 

coordinate xi of ith firefly In 2-D case, we have 

     √(     )
  (     )

                     (10) 

The movement of the firefly i is attracted to another 

more attractive (brighter) firefly j is determined by 

      βo        
 
(     )                       (11) 

Where the second term is due to the attraction and 

third term is randomization with α being the 

randomization parameter, and    is a vector of random 

numbers being drawn from a Gaussian distribution or 

uniform distribution. For example, the simplest form is 

€i could be replaced by (rand − ½) where rand is a 

random number generator uniformly distributed in [0, 

1]. For most of our implementation, we can take βo 1 

and α Є [0, 1]. 

It is worth pointing out that (11) is a random- walk 

partial towards the brighter fireflies. If βo = 0, it 

becomes a simple random walk. Furthermore, the 

randomization term can easily be prolonged to other 

distributions such as L évy flights [1]. 

The parameter γ now characterizes the contrast of the 

attractiveness, and its value is crucially important in 

determining the speed of the convergence and how the 

FA algorithm behaves. In theory, γ Є [0, ∞), but in 

actual practice, γ  O(1) is determined by the 

characteristic length Г of the system to be optimized. 

Thus, for most applications, it typically varies from 0.1 

to 10. The firefly algorithm is given below. 

 

FFA Meta-heuristic() 

Begin; 

Initialize algorithm parameters: 

MaxGen: the maximal number of generations 

γ: the light absorption coefficient 

r: the particular distance from the light source 

d: the domain space 

Define the objective function of f(x), where 

x=(x1,........,xd)T 

Generate the initial population of fireflies or xi (i=1, 

2 ,..., n) 

Determine the light intensity of Ii at xi via f(xi) 

While (t<MaxGen) 

 For i = 1 to n (all n fireflies); 

        For j=1 to n (n fireflies) 

  If (Ij> Ii),  

move firefly i towards j by using 11  

equation;  

                         end if 

Attractiveness varies with distance r 

via Exp [-γr2]; 

Evaluate new solutions and update 

light intensity; 

        End for j; 

 End for i; 

Rank the fireflies and find the current best; 

End while; 

Post process results and visualization; 

End procedure 

2.2. Particle Swarm Optimization Algorithm 

Particle swarm optimization has been used to solve 

many optimization problems Developed by Kennedy 

and Eberhart in 1995 [11].  A population based 

optimization technique inspired by social behavior of 

bird flocking or fish schooling, PSO consists of a 

swarm of particles. Each particle resides at a position in 

the search space. The fitness of each particle represents 

the quality of its position. The particles fly over the 

search space with a certain velocity. The velocity (both 

direction and speed) of each particle is dependent on its 

own best position found so far and the best possible 

solution that was found so far by its neighbors. 

Eventually the swarm will converge to optimal 

positions by using (12) and (13) equation. The PSO 

algorithm is as follows: 

2.2.1. PSO Algorithm 

Randomly initialize particle positions and velocities 

While not terminate 

• For each particle i: 

• Evaluate fitness yi at current position xi 

• If yi is better than pbesti then update pbesti and pi 

• If yi is better than gbesti then update gbesti and gi 

For each particle i: 

• xi is a vector denoting its position and yi denotes 

its objective function value 

• vi is the vector denoting its velocity 

• pi is the best position that it has found so far and 

pbesti denotes its objective function score 
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• gi is the best position that has been found so far in 

its neighborhood and gbesti denotes the objective 

function value of gi 

For each particle update velocity vi and position xi 

using: 

    
     

  
      (     

 )

  
   

    (  
 
   

 )

  
     (12) 

     
    

         
                                            (13) 

III. Noisy Non Linear Mathematical Functions 

Consider seven non-linear mathematical models 

without constraints (taken from [5]). Considering the 

solution space in a certain region of 2D response 

surfaces, some models contain global optimum and 

multiple local optimums as described below. 

3.1. Four Peak function 

  (   )    (   )  (   )    (   )  (   ) 

  [       
      (   ) ] 

 
Fig. 1: 2D Matlab plot for four peak function 

3.2. Parabolic Function 

  (   )     (     )     

 
Fig. 2: 2D Matlab plot for Parabolic Function 

3.3. Camelback Function 
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Fig. 3: 2D Matlab plot for Camelback Function 

3.4. Goldstein-Price Function 
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Fig. 4: 2D Matlab plot for Goldstein-Price Function 

3.5. Styblinski Function 
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Fig. 5: 2D Matlab plot for Styblinski Function 

3.6. Rastrigin Function 
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Fig. 6: 2D Matlab plot for Rastrigin Function 

3.7. Rosenbrock Function 
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Fig. 7: 2D Matlab plot for Rosenbrock Function 

f(x,y) N PSO FFA 

  (   ) 15 1.5356 1.4840 

20 2.0135 1.9326 

25 2.4959 2.3652 

30 2.9367 2.8186 

35 3.4758 3.2951 

  (   ) 15 1.5482 1.5039 

20 2.0884 1.9296 

25 2.6466 2.3504 

30 2.9733 2.7769 

35 3.4039 3.2429 

  (   ) 15 3.3491 3.2372 

20 4.3162 4.2481 

25 5.3308 5.2477 

30 6.3998 6.3473 

35 7.4936 7.1793 

  (   ) 15 1.7848 1.7189 

20 2.3342 2.2550 

25 2.8904 2.7896 

30 3.4392 3.3023 

35 3.9492 3.8121 

  (   ) 15 1.6444 1.5478 

20 2.1504 2.0725 

25 2.6144 2.5323 

30 3.1201 3.0196 

35 3.5502 3.4115 

  (   ) 15 9.6761 9.5298 

20 12.6412 12.5404 

25 15.6878 15.5457 

30 18.6878 18.4993 

35 21.6923 21.4953 

  (   ) 15 1.3076 1.2575 

20 1.6808 1.6187 

25 2.0679 2.0029 

30 2.4794 2.3223 

35 2.8054 2.6684 

 

Table-1.Processing time in second for both 

algorithms applied on seven noisy non-linear 

mathematical models. 

 

Fig. 8: Comparison of PSO and FFA when applied on Four Peak 

function   (   ) 
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Fig. 9: Comparison of PSO and FFA when applied on Parabolic Function   (   ) 

 

 

 

Fig. 10: Comparison of PSO and FFA when applied on Camelback Function   (   ) 

 

 

 

Fig. 11: Comparison of PSO and FFA when applied on Goldstein-Price Function   (   ) 
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Fig. 12: Comparison of PSO and FFA when applied on Styblinski Function   (   ) 

 

 

 

Fig. 13: Comparison of PSO and FFA when applied on Rastrigin Function   (   ) 

 

 

 

Fig. 14: Comparison of PSO and FFA when applied on Rosenbrock Function   (   ) 

 

Figure 14 shows comparative study of both 

algorithms on the basis of different noisy non-linear 

mathematical model (X-axis represents number of 

iterations and Y-axis represents time to process). 

 

IV. Conclusion And Future Work 

When there was no noise on the process yields, the 

performance of both algorithms PSO and FFA seems to 

be not so different to approach to the optimum. FFA 

tends to be better, especially on the functions having 

multi-peaks. Complexity or difficulty level of the 

functions had no effect to the FFA as expected except 

on the Camelback function. However, execute time in 

each replication is dramatically higher when they are 

compared, especially on the functions having a curved 

ridge or mixed curved ridge and multi-peak. PSO seems 

to be better in terms of speed of convergence. This 
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might be due to the effect from generating the 

completely different random numbers to be used in the 

iterative procedures of the algorithm. This implies that 

the FFA is potentially more powerful in solving noisy 

non-linear optimization problems. The FFA seems to be 

a favorable optimization tool in part due to the effect of 

the attractiveness function which is a unique to the 

firefly behavior. The FFA not only includes the self 

improving process with the current space, but it also 

includes the improvement among its own space from 

the previous stages. Also Firefly is better than PSO in 

terms of the time taken for the optimum or near 

optimum value to be generated provided certain high 

level of noise where the difference in time taken 

becomes more evident with the increase in the level of 

noise shown in table 1. 

Firefly algorithm has some disadvantage such as 

getting trapped into several local optima. Firefly 

algorithm performs local search as well and sometimes 

is unable to completely get rid of them. Firefly 

algorithm parameters are set fixed and they do not 

change with the time. In addition Firefly algorithm does 

not memorize or remember any history of better 

situation for each firefly and this causes them to move 

regardless of its previous better situation, and they may 

end up missing their situations. In future, we would like 

to use multiple variants of firefly algorithm such as, 

Gaussian distribution for random walk [4]. The chaos 

enhanced firefly algorithm for tuning of parameter α, β 

and γ [9, 10] seems to be a good idea to us for solving 

practical problems in information and network security. 
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