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Abstract—The method of structural identificat ion dynam-

ic systems with a hysteresis in the conditions of uncer-

tainty is developed. The method is based on selection of 

the special set containing the information on properties of 

a nonlinear part system. The virtual structure (VS) which 

allows the make the decision about hysteresis structure is 

offered. The concept of structural identifiability of non-

linear dynamic systems is introduced. Structural identifi-

ability is a necessary condition of obtaining the original 

form of hysteresis. The criterion of structural identifiabil-

ity is proposed. The solution of a problem selection the 

class of the functions belonging to hysteresis to nonline-

arities is given. 

The procedure of structural identification of hysteresis 

functions is developed. Procedure realization is based on 

the phenomenological analysis of structure VS. Defin i-

tion of features and properties of the VS is the goal of 

phenomenological analysis. Each non-linearity introduces 

the features in the behavior of the system. Therefore, their 

detection gives only the concrete analysis of VS. 

Algorithms of estimation structural parameters the hys-

teresis in the conditions of uncertainty are offered. They 

analyze the data in special structural space and are based 

on the application of secant method VS. Such approach 

gives adequate estimations of parameters hysteresis. The 

method of the structurally -frequency analysis is offered 

for check of the obtained results and estimations. It is 

based on the analysis of fragments VS in two planes. 

Such analysis allows the make a decision about hysteresis 

structure. We show that the offered methodology is appli-

cable to unstable dynamic systems. Results of the com-

puter simulation are given. 

 
Index Terms—Structural identificat ion, structure, secant, 

framework, coefficient of structural properties system, 

structurally-frequency method hysteresis. 

 

I.  INTRODUCTION 

The problem of structural identificat ion occupies one 

of the basic places in control theory. In the theory of par-

ametric identification considerable results are received. 

Research in the domain of structural identification de-

mands the further advancing. The problem has not ob-

tained the final decision. Such condition of the problem 

structural identificat ion (SI) exp lains complexity of 

mathematical statement the problem and lack of regular 

methods of its solution. The majority of approaches to SI 

are grounded on search of models from the g ive set or 

approximation of a nonlinear part system on the class of 

polynomials. The basis of the specified approaches is 

parametric identification. 

Methods of an estimation structure are widely  applied  

to the systems described by integral equations of Wiener 

and Wiener-Hammerstein. In  [1] structure of model is set 

a priori. Nonlinearity is described by polynomial function 

of the second order. Basic virtues of Wiener and Wiener-

Hammerstein models: (i) transformation of models to the 

regression form; (ii) application of parametric methods 

identification for their construction. Application Wiener 

and Wiener-Hammerstein models is given in  [2]. Authors 

consider the a priori informat ion on nonlinearity frame-

work. The p iecewise-linear approximat ion is applied  to 

the nonlinearity description. Different approaches to iden-

tification of nonlinear plants on the basis of Wiener and 

Wiener-Hammerstein models are considered in [3, 4]. 

In the review [5] is given the analysis of the condition 

problem identificat ion nonlinear processes in structural 

dynamics. Many nonlinear processes in a structural dy-

namics are described by the equations with a hysteresis . 

Time and frequency methods of parametric identification 

are considered. Methods of an estimat ion of type nonline-

arity are analyzed. Different  physical and frequency 

methods, and procedures for handling results of an expe r-

iment are used for the construction of parametric models. 

Typical methods, applicable for studied subject domain, 

are considered in  review. Methods of the correlat ion 

analysis [6] and error localization in a linear model updat-

ing framework [7, 8], and also pattern recognitions [9] 

were applied to an estimation of type nonlinearity. The 

problem of an estimation of type nonlinearity solves on 

the class of the specified models. The problem of a choice 

the dependence describing nonlinearity is considered. 

Application of polynomial approximat ion the initial stage 

in the presence of the a priori informat ion is justified. The 

choice of the o rder polynomial is the main  problem of 

this approach. Criteria and algorithms of an estimat ion of 

an order polynomial are considered. They are based on 

the calculation of the significance factor [10] and the co-

herence function [11]. Shortages of such approach are 

noted. The models received by means of these approaches, 

not always adequately describe examined processes . In 

[12] Bayesian approach is applied to the estimation of the 

polynomial order. In [5] limitat ion of the polynomial ap-

proach is noted. Models does not allow describing the 

wide class of nonlinearities.  
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The role of the a priori informat ion at structure choice 

is noted in [5]. If the a priori informat ion is insufficient, 

and the physical model does not reflect the essence of 

processes, then apply the concept of "black box» [13, 14] 

and methods of parametric identification. 

Nonlinear Hammerstein-type neural network model in  

[15] is applied to identification of nonlinear system. The 

Lipschitz criterion is used for estimat ion an order of sys-

tem. A lgorithms of adjustment weights a network are 

offered. 

A considerable quantity of publications is devoted 

identification of systems with a hysteresis (look, e.g. [16-

18]). The Bouc-Wen model (BW) is widely applied to 

hysteresis description. Various parametric models, ap-

proximat ing parameters o f the hysteresis, are considered 

in [16-18]. In [16] is offered the variant Volterra/Wiener 

Neural Network model for an estimat ion of parameters 

the hysteresis of dynamic system the second order. The 

model is described by the regression equation. The adap-

tive algorithm is offered for identification of parameters 

the equation. 

In [17] models for approximation of a symmetric and 

asymmetrical hysteresis with use of piecewise-linear 

functions are considered. The model is described by a 

discrete difference equation of first order. Iterat ive proce-

dure is offered fo r an estimat ion of the model parameters. 

The system of the second order with the hysteresis de-

scribed by BW model is considered in [18]. Modification 

of the self-adjusted differential evolut ionary algorithm for 

the estimation of the hysteresis parameters is proposed. 

Approaches to the parametric identificat ion hysteresis, 

which is described by various nonlinear functions, are 

considered in [19-21]. 

Except the Bouc-Wen model other dependences are 

applied to hysteresis description. Examples of the para-

metric identification such models of a hysteresis are con-

sidered in [see for example 22-24]. 

So, the analysis of publications shows that the problem 

of structural identification systems with the hysteresis 

demands the further study. Now the main d irection of 

researches is various methods of approximat ion nonline-

arity and the account of a priori informat ion. The pro-

posed methods are based on the application of parametric 

identification procedures. Some authors examined prob-

lems of structural identification (choice forms  of nonline-

ar function, nonlinearity type) for p lants with the known 

class of nonlinearity. These inferences are fair for sys-

tems with the hysteresis. The main difficulty of identifi-

cation a hysteresis in the conditions of uncertainty is the 

lack of methods of obtaining the a specific information. 

This informat ion reflects  nonlinear propert ies of the sys-

tem. Such condition of the theory identification we e x-

plain the prevalence of methods approximat ion. But the 

main tasks of structural identification, despite the effec-

tiveness of application such schemes in several of appli-

cations, remains unsolved. First unsolved problem is the 

estimate of the form (type) nonlinearity. Approaches to 

its solution in the conditions of a priori uncertainty were 

not offered. The second problem is the estimation o f a 

class of nonlinearity. It is class single-valued or mult i-

valued functions. The solution of this problem gives a 

contraction of the class considered nonlinearity.  The third  

problem is obtaining of p reliminary representation about 

a form of nonlinearity (hysteresis) in the conditions of 

uncertainty. 

In this work, we offer methodology of structural identi-

fication dynamic systems with the hysteresis in the condi-

tions of uncertainty. It is based on the analysis of virtual 

structures 
eyS . 

eyS  are offered in [25, 26] fo r structural 

identification of static systems. Here we give the devel-

opment and generalization of the obtained results on the 

dynamic system. 
eyS -structures of dynamic systems, un-

like statics systems are closed character. 
eyS  is a  trans-

formation of a phase portrait of system. We describe the 

method of construction 
eyS . The method of obtaining the 

set containing the informat ion on nonlinear properties of 

system is offered. This set is the basis for construction of 

the structure 
eyS  or its transformation 

ekS . We introduce 

the concept h -identifiability system. h -identifiability  

gives conditions of the estimation framework hysteresis 

on the basis of the analysis 
eyS . We offer algorithms of 

estimation the structural parameters of the hysteresis. 

They are based on the analysis 
eyS -structure. If system 

complicated we search for hysteresis parameters, analy z-

ing framework 
ekS . 

ekS  is a  transformat ion of structure 

eyS . We proposed structurally-frequency method for veri-

fication of the results. Modification of the proposed ap-

proach for unstable systems with the dynamic law of a 

change of a hysteresis is considered. 

The work has the following structure. We gives the 

problem statement and stages of its solution in section II. 

The first stage is obtaining of the special set containing 

the data about a nonlinear part of system. The method of 

construction the set is described in section III. This set is 

the basis for the format ion of structures eyS , 
ekS . They 

are the basis of the problem solution about a class of non-

linearity system. The method of construction these struc-

tures is described in  section IV. The introduction of these 

structures is associated with the solution of problem 

structural identifiab ility of nonlinear systems. This con-

cept is first introduced in this paper. Consideration of 

structural identifiab ility is given in  section V. Sections VI,  

VII contain the main  results of work. We describe algo-

rithms for decision making about a hysteresis class. They 

are based on application of sector sets and secant method. 

Next, we describe of an estimation procedure of the hys-

teresis framework. Results of modeling are presented. 

The structurally-frequency method is proposed for deci-

sion-making about a hysteresis frame work  in the condi-

tions of uncertainty. Next we consider SI o f an  unstable 

system with a dynamic hysteresis. 

 

II.  PROBLEM STATEMENT  

Consider dynamic system 
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( )

,T

X AX y I Bu

y C X

  


                   (1) 

 

where u R , y R  are input and output system; 

q qA R  , qB R , qI R  qC R ; ( )y  is the scalar 

nonlinear function belonging to the class of the hysteres is 

hF ; [0,0, , 0,1]TI  . We suppose that A  is the Hurwitz 

matrix. 

Concerning function structure ( )y   various as-

sumptions made. They are determined by the level of a 

priori information. Methods of linearization [27] apply at 

a priori definiteness. In the study of absolute stability of 

nonlinear systems suppose that [28] 

 

 2( ) , 0, (0) 0          F ,            (2) 

 

where R   is input of a nonlinear element.   is a line-

ar combination of the state variables (the vector X ).  

For approximat ion of function   is used the sector 

condition 

 




2 2

1 2

1 2

( ) , 0,

(0) 0, 0, .

        

  

    

   

F
              (3) 

 

In control systems often apply static nonlinearity. 

Therefore next we consider the class of the static (alge-

braic) functions describing a hysteresis. 

Let for system (1) we have set of the data 

 

  0I ( ), ( ), ,o ku t y t t J t t   .                (4) 

 

Problem: determine a form and parameters of function 

( ) hy F  on the basis of the analysis and handling of set 

Io
 (4). 

To the problem solution apply the approach proposed 

in [25]. Realize following steps. 

 

1. Generate the set ,IN g  containing the data about a 

nonlinear part of system (3). 

2. Analyze ,IN g  and construct structure eyS  reflecting 

properties of the nonlinear part of system. 

3. Design algorithm of decision-making about the 

class of nonlinearity 
hF  on the basis of the analy-

sis eyS . 

4. Design procedures of an estimation  parameters 

nonlinearity on class hF . 

 

Go  to the first step of solving the problem of structural 

identification. Apply the approach offered in [29]. 

 

 

III.  FORMATION OF SET 
,IN g

 

We present a method of formation set 
,IN g

. This set is 

a basis for the further analysis of framework a hysteresis. 

Apply to ( )y t  the operation of differentiation and des-

ignate the obtained variable as 
1x . Generate informat ion-

al set  1I I ,ent o x . 

 

Remark 1. If variables ,u y  are measured with an  error 

at first apply filtering or smoothing procedure. 

Select the subset of the data I Ig ent  describing the 

particular solution of system (1) (steady state).  

To obtaining I I \ Ig ent tr  apply mathematical model 

 

1̂ ( ) [1 ( ) ( )]l T Tx t H u t y t .                    (5) 

 

Model (5) is determined on the time gap \g trJ J J  

and gives an estimat ion of the linear component 
1x . Here 

3H R  is the vector of parameters model. Choice of an 

interval 
gJ  depends on value of criterion ( )Q e . 

Determine the vector H  as 

 

1 1ˆ
min ( ) l opte x xH

Q e H
 

 , 

 

where 2( ) 0.5Q e e . 

Apply model (5) and determine the forecast for the var-

iable 
1( )x t  Igt  . Compute an error 

1 1
ˆ( ) ( ) ( )le t x t x t  . 

( )e t  depends on nonlinearity ( )y in system (1). Obtain 

set 

 

 ,I ( ), ( ),N g gy t e t t J  , 

 

which we will use next. Apply the designation ( )y t , sup-

posing that ,( ) IN gy t  . 

The further solution of the problem is based on the 

analysis of structures eyS , 
ekS , reflecting the state of the 

nonlinear part of the system (1). 

 

Remark 2. Choice of the structure model (5) is one of the 

stages of structural identification. Results of simulat ion 

show that model (5) is applicable in systems of identifica-

tion plants with static nonlinearity. For other classes of 

nonlinearity, this problem demands the further research. 

We suppose such approach in section VII.С. 

 

IV.  STRUCTURES eyS , ekS  

Go into space ( , )ye y eP  and construct the phase por-

trait S  of the system (1). The structure eyS  corresponds 

to the phase portrait. eyS  is described function 
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:{ } { }ey y e   
gt J  . 

eyS  can have a closed form. The 

property of closure trajectories 
eyS  is the main difference 

eyS  from the frameworks applied to the analysis of static 

systems [25, 29]. 

For decision making, we will use also 
ekS -structure. 

ekS  is described by function    : ( ) ( )ek sk t e t  , where 

( )sk t R  is a coefficient of structural properties [25, 29] 

systems (1) in space 
yeP  

 

( )
( )

( )
s

e t
k t

y t
 . 

 

Generalize results of work [30] which were applied to  

structural identification of static systems. The obtained 

results are the basis for the realization of the next stage 

solving the problem. 

We construct sector sets in space ( , )ke k eP  for sys-

tem (1) and we will be a make a decision about the class 

hF . The solution of this problem is based on the analysis 

of property proposed above structures . But at first, study 

properties of the set 
,IN g

, defin ing structural identifiabil-

ity of the system (1). Next  consider implementation of the 

third stage of the solution the problem. 

 

V.  ABOUT PROPERTIES 
,IN g

 

We will determine the properties of set 
,IN g

 giving the 

solution of the problem structural identification of a hys-

teresis ( )y . The analysis 
,IN g

 determines the important 

property of the informat ional set Io
 defining a possibility 

of fu lfillment structural identification of nonlinear system 

(1). 

Let following conditions are satisfied: 

 

1) the set Io
 gives the solution of the problem  para-

metric identification of model (5). It means that 

the input ( )u t  is ext reme non-degenerate on the 

interval J ; 

2) the input ( )u t  ensures obtaining of informative 

frameworks  ,Iey N gS  or  ,Iek N gS . It means that 

the analysis eyS  gives the problem solution of es-

timation nonlinear properties the system (1).  

 

Input ( )u t  name representative if it has these proper-

ties. 

Let the structure eyS  is closed and its area is not zero. 

Designate altitude eyS  as  eyh S  where the alt itude is 

distance between two points of the opposite sides of 

structure eyS . 

 

Statement 1. Let : 1) the linear part o f system (1) is stable, 

and nonlinearity ( )y  satisfies the condition (3);  2) the 

input ( )u t  is piecewise continuous, limited and e xtremely  

non-degenerate; 3) exists such 0S   that  ey Sh S . 

Then the structure 
eyS  is identified on set 

,IN g
. 

 

Proof. Consider input ( )u t  satisfying to the condition 1). 

( )u t  corresponds Fourier series containing a sinusoid of 

frequency 
i . The output 

,( ) IN gy t   contains compo-

nents of this spectrum and has phase shift rather ( )u t . 

The variable 
1x  is obtained as a result of derivation ( )y t . 

Hence, 
1x  contains components of this frequent spectrum. 

Therefore, the structure S  (phase portrait) on the phase 

plane  1,y x  has a closed form. The 
eyS -structure has the 

same form. Determine the distance  eyh S  between op-

posite points of the structure 
eyS . 

1( ), ( )y t x t  satisfy the 

condition 2) statement 1. Therefore, for almost all 

,N gt J   ey Sh S . 

The structure 
eyS  having the specified properties, we 

will name h -identified. Further, we believe that 
eyS  has 

the specified properties. 

Consider the features of the concept h -identifiability. 

 

1. h -identifiability is concept not parametric identi-

fication, and structural identification. 

2. The demand of parametric identifiability is the 

base h -identifiability. 

3. h -identifiability sets more stringent demands to 

the system input. 

 

The feature 3 means that "the bad" input can satisfy to 

the extreme nondegenerate condition. Such input can give 

so-called "insignificant" eyS -structure (structure eyNS ). 

But eyNS -structure can have to be h -identified. Property 

of insignificance in  the conditions of uncertainty can lead 

to an identification of nonlinearity, atypical for e xamined 

system. 

Consider the conditions of existence eyNS -structure. 

As we consider the class 
hF  hysteresis functions to them 

homothety operation is applicab le. The homothety [31] is 

the operation of obtaining one part of a geometrical figure 

from another part on the basis of its rotation  and exten-

sion around a certain point on a plane ( , )y e . 

Consider the structure eyS . Let 
ey ey

l r

ey  S SS F F , where 

,
ey ey

l r

S SF F  are left and right fragments eyS . Determine for 

,
ey ey

l r

S SF F  secants 

 
l l

S a y   r r

S a y  ,                       (6) 
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where la , ra  are the numbers determined by  means of 

the method of least squares (LSM). 

 

Theorem 1. Let: 1) the structure 
eyS  is h -identifiable; 2) 

the structure 
eyS  have the form 

ey ey

l r

ey F F S SS , where 

,
ey ey

l r

S SF F  are left and right fragments 
eyS ; 3) for ,

ey ey

l r

S SF F  

secants (6) are obtained. Then 
eyS  is 

eyNS -structure, if 

 
l r

ha a   , 

 

where 0h   is some number. 

The proof of the theorem 1 like the proof of statement 

from [30] and is based on application of the homothety 

and sector sets. Next we will consider the example illus-

trating a emersion 
eyNS -structures. 

 

Remark 3. Theorem 1 can be proved on the basis of ho-

mothety sets. Estimate in this case proximity of sets 

,
ey ey

l r

S SF F . The approach based on secant method, is more 

simple in realization. 

 

Remark 4. 
eyNS -structures are characteristic for systems 

with many-valued nonlinearities. They are the result of 

inadequate use of inputs. 

 

Definition 1. If the structure 
eyS  is h -identified and the 

condition 
r r

ha a    is satisfied, then 
eyS  is structural-

ly identified or 
h

h -identified. 

Go  now to an estimation of the class nonlinearity ( )y . 

This is one of the main tasks of structural identification. 

 

VI.  ESTIMATION OF CLASS NONLINEARITY ( )y  

Consider classes of single-valued 
ovF  and many-valued 

mvF  nonlinearity. These classes contain the set of nonlin-

ear functions. We propose criteria and indexes for a defi-

nition of a subset of these classes. We apply obtained 

result to decision making about a class of nonlinearity 

function ( )y  in (1). 

Fragment of structure eyS  for the estimation of the 

class nonlinearity ( )y  on the basis of analysis subset 

,I IN g  . I  adequately reflects the change of the func-

tion ( )y   in structural space yeP . 

The problem of obtaining the subset I  is nontrivial 

and depends on the available a p riori informat ion [29].  In  

the conditions of uncertainty, it is reduced to a selection 

of a variation interval the variable ,I IN gy    on which 

features of a variation of the function   are showed.  

Select set I  on the basis of the analysis the change 

structure 
eyS . I  correspond fragments 

ey FR S . Ob-

tain set of intervals I j

y
  1,j s on the basis of the analy-

sis fragments j

ey FR S . I j

y
 is the base for the analysis 

of features ( )y . Intervals I j

y
 can contain subsets which 

do not reflect the feature of the nonlinear function ( )y . 

Under the function features we to understand the loss of 

continuity, the appearance of flexes points, function ex-

tremes on an  interval I j

y
. A ll these features are indica-

tions of nonlinearity examined function. Name the set I j

y
 

having such features, informative [25, 29]. 

 

Statement 2 [25]. Let on some interval I j

y
 functions 

 

( )( )
( ) ( )

s

j j s

e k

dk tde t
t t

dy dy
 
   

     
   

 1,j s      (7) 

 

are not continuous or in their behaviour there are features. 

Then the interval I j

y  is the informative. 

Property of informat ive value depends from h -

identifiability of structure 
eyS . 

On the basis of the analysis the change parameters (7) 

eliminate spurious subsets I j

y . The remained sets I j

y  in-

clude in I  

 

I I (I )
v

i i

y
i

  ,     v s . 

 

So, the informational set 
,I IN g   is obtained. Con-

sider the problem of estimat ion the class nonlinearity 

( )y  on the basis of the analysis I . Apply results of 

work [30] for construction of sector set for 
i

ey FR S in 

space ( , )ye y eP . 

Consider a fragment specified on Ii

  for 1i  . Apply 

LSM and determine the secant 
i  for 

i

FR  on Ii

 . 

 

 ( ) ( )i i iy t a y t b    .          (8) 

 

Compute on I Ii

y  mean 
iy  for ( )y t . Let 

iy  is a cen-

tre 
i

FR  on I Ii

y  . Draw on the plane ( , )y e  the straight 

line i iy   parallel an axis  of o rdinates . Obtain  on the 

intersection of this straight line and the secant 
i  the 

point  , ( )i iy e y  . Through the point   draw straight 

lines 

 

, , ( )i i ia y t b    , 

 

, , ( )i i ia y t b    , 



6 Structural Identification of Dynamic Systems with Hysteresis  

Copyright © 2016 MECS                                                               I.J. Intelligent Systems and Applications, 2016, 7, 1-13 

where 
, ( )i i ia a c    , 0ic   is a specified value. 

Obtain set 

 

   , ,Sec ,
i

i

a i i   FR , 

 

which we name sector set for i

FR . Present sector 

 Sec i

FR  as 

 

     , ,Sec Sec Seci i i

l r     FR FR FR , 

 

where    , ,Sec , Seci i

l r   FR FR  are subsets  Sec i

FR  

which are disposed  at the left and on the right point  . 

Construct secants 

 

, , ,( )i l i l i la y t b   , 
, , ,( )i r i r i ra y t b                (9) 

 

for each of parts , ( )

i

l rFR  of the fragment 
i

FR . Here 

, ( ) , ( ),i l r i l ra b  are some numbers. Next, apply the following 

modification of statement from [30]. 

Let exists such 0i   that 

 

,i l i ia a   ,   ,i r i ia a   .             (10) 

 

Theorem 2. Let for system (1) in space ( , )ye y eP : 

 

i) structures ,

i

rFR  ,

i

lFR , described by mappings 

 

   , ( ) , ( ) , ( )
:ey l r i l r i l r

y e  ,  
, ( )

Ii

i l r
y  ,  

, ( )
Ii

i l r
e  , 

 

and corresponding to them secants (9) are obtained; 

 

ii) for 
i

FR  the secant (8) is obtained. 

 

Then: 1) function ( ) ovy F if it is fulfilled (10); 2) 

function ( ) mvy F  if it is not fulfilled (10). 

The proof of the theorem 2 is like the proof of state-

ment [30].  

From the theorem 2 fo llows, if conditions (10) are ful-

filled, then fo r ( )y  fair the Helder-Lipschitz condition. 

Therefore to sectors  ,Sec i

l FR ,  ,Sec i

r FR  opera-

tion of a homothety [31] is applicable. 

Another approach to the estimat ion of the class nonlin-

earity hF  is based on construction of sector for ( )y  in 

space  ,ke sk eP . It is based on proposed in [30] meth-

od.. 

Let ( ) h mvy  F F . Consider methods of identifica-

tion structure (form) hysteresis ( )y on the class mvF . 

 

 

VII.  ESTIMATION OF STRUCTURE HYSTERESIS 

The problem of structural identificat ion nonlinear sys-

tems is complicated. The general approach of its solution 

is not designed. Each class of nonlinearity has the fea-

tures. They in a behaviour of trajectories system are re-

flected. Detection of these features in the conditions of 

uncertainty gives the detailed analysis 
eyS . Despite the 

specified complexit ies, we will describe p rocedure for 

estimation structure of the hysteresis . It on the phenome-

nological analysis 
eyS  is based. 

Procedure SP  for the estimation of structure hysteresis 

( )y . 

 

1. Determine model (5) on set I I \ Ig ent tr  and form 

the variable ( )e t  on 
,IN g

. 

2. Check h -identifiab ility of system (1) on the basis 

of the analysis structures S , 
eyS . If the system (1) 

is h -identifiable, then go to step 3, otherwise end 

the procedure. 

3. Check the condition of structural identifiab ility of 

system (1). Apply results of section 5. If the sys-

tem (1) is 
h

h -identified, go to step 4, otherwise 

end the procedure. 

4. Determine the belonging ( )y  to the class of mul-

tiple-valued functions. Apply to the analysis of 

structure 
ekS  the method proposed in [30]. If 

( ) mvy F , go to the step 5, otherwise end the 

procedure. 

5. Perform a phenomenological analysis of the struc-

ture 
eyS . It determines change features ( )y . 

 

The obtained parameters which describe features of the 

hysteresis on the step 5 are the base of the decision-

making about structure ( )y . 

Consider examples of systems with the hysteresis 

( )y  and apply procedure SP . 

A.  System with saturation 

Consider the system (1) of the second order with the 

following parameters 

 

0 1

3 4
A

 
  

  
, (0) 2, (0) 1x x  , 

 

( ) 2sin(0.1 )u t t , y x , x R . 

 

The system was integrated with the step 0.2s on  the 

segment [0; 30]s. Were fo rmed sets Io , ,IN g . ( )y  was 

described as 
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1,

( ) ( ) 1,

0.5,

if y

y sat y if y

if y



 






  
  

 

 

where 2, 2, 1      . 

The structures described the steady-state of work sys-

tem are shown on Fig. 1. 

S
ey

ey'

y

S

 

Fig.1. Structures S , 
eyS  systems of the second order with saturation. 

From Fig. 1 we see that at the left  and to the right of 

the points 0.5y   , 1y   (structure 
eyS ) function ( )e y  

sharply changes the properties. Variable e  on the interval 

(-0.5; 1) has linear growth. The variab le e out of the spec-

ified interval has fast growth (decrease). The structure 

analysis S  confirms this conclusion. 

 eyDS
 eyS

y

e'

e

 

Fig.2. The structures confirming properties ( )y . 

Introduce the framework eyDS described by function 

   ' :e y y e  , for verification  of the obtained infer-

ences. The change of structure eyDS  is shown in the Fig. 

2. Function ( )e y  for 
s

y yy J J    has quasi-stationary 

value 0.04 . Explain quasi-stationary ( )e y  on the inter-

val ( 0.5;1)s

yJ    effect of dynamic p roperties the system 

on eyDS  and the uncertainty which g ives model (5). Out 

of a range 
s

yJ , we observe transition from one operating 

mode of the system in another. 

The phenomenological analysis shows that nonlinear 

function has on s

yJ  linear growth. Function ( )y is re-

stricted for s

yy J  . The minimum d istance between two 

fragments 
eyS  does not exceed 0.025. Therefore, identifi-

able function has no loop. Explain the existing distance 

between fragments 
eyS  dynamic properties of the system. 

-1,0 -0,5 0,0 0,5 1,0 1,5
-0,10

-0,05

0,00

0,05

0,10

3

FR

2

FR1

FR

e

y
 

Fig.3. Fragments 
eyS on a time gap [17.2; 27.4]s. 

Go to an estimat ion of parameters ( )y . Partit ion the 

upper part of the framework 
eyS  defined on the time gap 

[17.2; 27.4]s, on fragments 
i

FR , 1,2,3i  . They are 

showed in the Fig. 3.  

Fragments 
i

FR  correspond to fragments ,

i

kFR  on 

ekS . Consider the fragment 
2

,k ek FR S  for determina-

tion of the angle inclination function ( )y . Apply secant 

method [26] and for the angle of inclination ( )y  obtain 

2.03. The linear part ( )y  is defined on the interval 

 0.5;1 . For areas of saturation ( )y , we have estima-

tions ˆ ˆ2, 1    . 

 

Remark 5. We use structure 
ekS  and secant method for 

identification of structural parameters ( )y . 

 

-1,0 -0,5 0,0 0,5 1,0 1,5
-0,10

-0,05

0,00

0,05

0,10

e

e

y

0

5

10

15

n
e

n
y

-0,10 -0,05 0,00 0,05 0,10

0

5

10

15

 

Fig.4. The Structural-frequency chart for ( )y .
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We give the representation of the identified hysteresis 

in the form of structurally-frequency charts (SFC) as the 

confirmat ion of the obtained results. This class of chart is 

offered in [32] and on the structurally-frequency analysis 

of the data is based. SFC is one of the effective methods 

of decision making under uncertainty. The f requency 

analysis is the development of the method histograms 

applied in statistics. Difference from statistical interpreta-

tion of frequency: frequency of occurrence the deter-

mined signal certain  level is reflecting of properties func-

tion. Example SFC shows on Fig. 4. Here ,y en n  are the 

appearance number ,y e . 

 eyS
 S ey'

y
 

Fig.5. Structurally non-identifiable system of the second order (11). 

Remark 6. Structural-frequency analysis is applied for 

solving various problems of analysis dynamic systems. 

The example shows that correct interpretation of results 

expands decision-making possibilities in systems of 

structural identification. SFC is applicable also in the 

system of identification eigenvalues dynamic system. 

B.  System with static hysteresis 

Consider system of the second order with a matrix A  

from section VII.A and the hysteresis  

 

    

      

    

   

   

   

2.5 & ' 0 ,

& ' 0 ,

1.5 & ' 0 ,
( )

2.5 & ' 0 ,

& ' 0 ,

1.5 & ' 0 ,

if y d y

y d if y d y

if y d y
y

if y y

y if y y

if y y



 






 



   

    


  
 

 


 


 

     (11) 

 

where 1,d   2.5  , 1.5  , 1  . 

Consider the example eyNS -structure. Let 

 

( ) 3 2sin(0.1 )u t t  , (0) 3.5y  , (0) (0) 2y x   . 

 

Apply the proposed approach and obtain phase portrait 

S  and the structure eyS  for the steady state of system 

(Fig. 5). Structures on the time gap  8.4;  29.2J  s are 

obtained. 

From Fig. 5 we see that structures S  and 
eyS  are 

asymmetrical comparat ively the straight line 1.5y  . The 

asymmetry difference between the left and right parts of 

the structures S , 
eyS  gives. Appearance of uncharacteris-

tic features in the change of the structure 
eyS  (the change 

e  in the neighborhood of the point 2.15y  ) name 
eyS -

defectiveness of structure 
eyS . Such behaviour of system 

explains inadequate choice of an  input ( )u t . Structures 

S , 
eyS  are h -identified, but they not are 

h
h -identified. 

For fragments ,
ey ey

l r

S SF F  of structure 
eyS  secants (6) are 

determined and for them are obtained parameters 

0.038la   , 0,041ra  . 

Let 0.02h  . Apply the theorem 1 and obtain that 

eyS  is 
eyNS - structure. The confirmat ion of the “defec-

tiveness” of the hysteresis gives Fig. 6. Curves 1 and 2 in  

the Fig. 6 are "the defective" and reference hysteresis 

( )y . 

 ( )y

 y

 

Fig.6. Defectiveness ( )y . 

e'

 eyDS

y'

y

 eyS S

e 1

eyFR

. 

Fig.7. Structural identifiability of system the second order with (11) 

Let ( ) 5 5sin(0.1 )u t t  . Show for this case corre-

sponding structures in Fig. 7. Defect iveness of structure 

S  is absent. Hence, the system is 
h

h -identified. 

Go to the identification of the structure ( )y . Execute 

the phenomenological analysis of structures. We also 
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consider 
eyDS -structure shown on Fig. 7. 

eyDS  shows the 

rate of change ( )y . 
eyS -structure has 3 critical points 

 1.5, 2.5, 3.5crI  . 

We accept value ˆ 2.5 1.5 1d    for the distance of 

hysteresis. The segment  1 1.5,2.5yJ   for 0y   growth 

( )y  corresponds. This follows from behavior ( )y t  and 

structure 
eyDS  on 1

yJ . Function ( )y  on the interval 

 2 2.5,3.5yJ   on which 0y  , goes into saturation. 

The structure 
eyDS  transitions on the lower and upper 

parts of the hysteresis loop describe. This conclusion is 

true for a case 0y  . 

Determine the angle of inclination ( )y  on the inter-

val 
1

yJ . The range of values framework 
eyS does not give 

an adequate estimation of the parameter   in (11). In [25, 

26] the secant method in space 
keP  is applied to the esti-

mation the angle of inclination function ( )y . 

Consider the upper part  of structure 
eyS . On  Fig. 7 it is 

the curve with a marker. Select on this curve the fragment 
1

eyFR  defined on
1

yJ . Approximate 
1

eyFR  the secant 

 

c cy d   .                               (12) 

 

eyS  corresponds the structure 
ekS  described by func-

tion    : ( ) ( )ek sk t e t  . Here ( )sk t  is the coefficient 

of structural properties. Select on 
ekS  the fragment 1

ekFR  

(Fig. 8). It is transformation 
1

eyFR . 1

ekFR  is defined on the 

interval 1

kJ  and to it there corresponds the secant 

 

a sak b   .                             (13) 

 1

ekFR

e

sk
 

Fig.8. keS -structure. 

From (13) fo llows that the factor a  has dimension y . 

The range of values function (11) is defined changing of 

the variable y . Therefore, we realize identificat ion of 

parameters function ( )y  in space 
keP . 

 

Definition 2. The estimate of parameter   is 
y -

acceptable if it is the result of the analysis the fragment 

structure 
ekS . 

 

Definition 3. The estimate of parameter   is  -

adequate if it is obtained on the basis of application the 

secant (13). 

 

Statement 3. If the estimation a  in (13) is 
y -

acceptable estimat ion of parameter   in (11), then the 

secant (13) gives  -adequate estimat ion of the change of 

a corresponding fragment of the function ( )y . 

 

Proof. Structures 
ekS , 

eyS  describe the change of varia-

ble e . Hence, secants (12) and (13) should give the equal 

forecast of a change ( )e t .  

Therefore we have 

 

sak b cy d   .                          (14) 

 

Obtain from (14) for a  expression 

 

   
1 1

s

a cy d b cy d b y
k e

      .            (15) 

 

As a is 
y -acceptable estimation, then we can believe 

a y , where 
1

yy J  is some number. From (15) obtain 

 

 
1

e cy d b y
y

   . 

 

Therefore 

 

 
1

,e cy d b y cy d
y

      

 

where ,c d  are some numbers. 

So, use y -acceptable estimat ion a  in (13) is ade-

quate to the construction of a secant (12) in space yeP .  

So, we have shown that obtaining  -adequate estima-

tions ( )y  is based on hysteresis identification in space 

 ,ke k eP . 

On Fig. 8 show ekS -structure for the system and the 

fragment 1

ekFR  between two markers. 

We define for the fragment 1

ekFR  secant (13) with pa-

rameter  1;1.22a . Calculate on the ends of the seg-

ment 
1

yJ  of value function ( )y . Estimat ions are ob-

tained for   and  : ˆ 1.5  , ˆ 2.5  . We have deter
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mined secants 
ekS  for 1

yy J  and have obtained confir-

mat ion of these estimations. Calculate parameters of the 

loop for the case 0y   on the base d̂ . Define d iameter 

of the hysteresis as 

 

,( , ) I

diam ( ) sup | ( ) ( ) |
i j N g

i j
y y

y y y  


  ,  j i , 

 

where ( )i iy y t , 
i gt J . 

The hysteresis has extremes in  the saturation region. 

Therefore 

 

ˆˆ ˆ ˆ ˆdiam ( ) ( ) ( ) 1y       . 

0,5 1,0 1,5 2,0 2,5 3,0 3,5 4,0

-0,100

-0,075

-0,050

-0,025

0,000

0,025

0,050

0,075

S
ey

n
e

e

y

e

0

4

8

12

-0,100 -0,075 -0,050 -0,025 0,000 0,025 0,050 0,075

0

5

10

15

n
e

n
y

 

Fig.9. SFC for function (11). 

Present in the Fig. 9 SFC for the case 0y  . Frequent 

function 
en  confirms nonlinearity o f function ( )y . The 

laws of change 
en  and yn  have correspondence on the 

level of values frequencies. 

C.  System with Dynamic Hysteresis 

In the sections VII.A, VII.B we first presented the 

equation of the original system. Next  we have applied the 

offered method and algorithms. In this section realize the 

offered approach and suppose that the system equation is 

not known. In the end of section the equation of exa m-

ined system present for confirmation of the obtained re-

sults. 

So, let for system (1) is the set Io
 (4). Construct the 

model (5) and form the variable ( )e t  for [0;7]st . The 

model has the form 

 

1̂ ( ) [ 0.12;14.68;0.1] [1 ( ) ( )]l T Tx t u t y t  . 

 

Coefficient of determination 2

1 0.97r  . Show the 

structures S , eyS  in Fig. 10. We cannot make the solu-

tion about the class of function ( )y  by the form struc-

ture eyS . Consider two hypotheses. 

1. Model (5) is inadequate to system. 

2. Model (5) is not applicab le for the given class of 

systems. 

 

We reject the first hypothesis, as the coefficient of de-

termination is very high. Therefore, the second hypothe-

sis is true. Hence, the model has more complicated struc-

ture. Suppose that nonlinearity is described by a d ifferen-

tial equation (compare 
eyS  and S ). Examine this hypoth-

esis. 

 eyS S

y'

y
 

Fig.10. Structures S , 
eyS . 

Determine second derivative ( )y t  by means of numer-

ical differentiation. Designate the obtained variable as 
2x . 

Consider model 

 

2 2
ˆ ( ) [1 ( ) ( )]l T Tx t H u t y t . 

 

Let the variable 
2x  is more informat ive, than 

1x . Ap-

ply LSM and obtain 

 

2
ˆ ( ) [0.961;1.91; 0.982] [1 ( ) ( )]l T Tx t u t y t  ,         (16) 

 
2

2 0.987r  . 

 

Model (16) is obtained for [0;7.8]st . Introduce the 

variable 
2 2 2

ˆ( ) ( ) ( )le t x t x t  .  

 
2e yS

 S
e

2

y

y'

 

Fig.11. Structures S , 
2e yS . 
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Show on the Fig. 11 frameworks reflect ing the state of 

the identification system. We have presented in Fig.11 

the framework 
2e yS described by mapping 

 

2 2:{ } { }e y y e  . 

 

The Fig. 11 allows to make the solution on the hystere-

sis form in system. This confirms the structure 
2e yS . 

2e yS  

is the modification of the ideal hysteresis. We see that the 

variable 
2e  in the saturation region contains small fluctu-

ations. Analyze the nature of these fluctuations.  

 

Assumption. The fluctuations are property of the system 

or the effect of the uncertainty caused by the inadequacy 

of the model (16). 

Apply to check of the assumption model 

 

2(3) 3 1
ˆ ( ) [1 ( ) ( ) ( )]l T Tx t H u t y t x t .                  (17) 

 

Obtain the estimation of vector 
3H  on the time gap 

[0;7.8]s : 
3 0.99; 1,06; 1; 0,[ ]06 TH   , 2

2 0.996r  . 

Let 3 2(3) 2
ˆ( ) ( ) ( )le t x t x t  . Show in Fig. 12 the frame-

work 
3e yS  describing the change of the hysteresis ( )y .  


3e

y

3e yS

 

Fig.12. The original hysteresis ( )y  and its evaluation 
3( )e y . 

Compare 
2e yS , 

3e yS  and obtain that framework fluctua-

tions 
2e yS  are effect of inadequacy of model (16) in the 

saturation area. Show in Fig. 12 the change of orig inal 

hysteresis ( )y . 
3e yS  coincides with ( )y . Displace-

ment is result of transition  in structural space. 

 

Remark 7. We do not consider the problem of choice the 

time gap for identification of models (5), (16), (17). Its 

choice depends on the properties of the system and is 

determined on a simulation stage. 

So, the offered approach to structural identificat ion is 

efficient at the estimation of various types a hysteresis. 

Begin at the in itial stage of identificat ion with the analy-

sis of structure eyS . If the analysis does not give infor-

mat ion about the hysteresis  form, then realize the proce-

dure described in this section. 

Now determine parameters of structure 
3e yS  and obtain 

the equations describing the original system. Apply the 

approach stated in section 7.B. Estimate the diameter and 

the distance of hysteresis . The hysteresis is described by 

the dynamic law. Therefore, determine a form of input 

variables which form the hysteresis. 

Apply numerical differentiat ion and find the first de-

rivative 
3 ( )e t . Designate the obtained derivative as ( )v t . 

Consider structure 
vkS  for identification of dependence 

between ( )v t  and ( )y t . Describe 
vkS  function 

 

   ,: ( ) ( )vk v yk t v t  , ,

( )
( )

( )
v y

v t
k t

y t
 . 

 

Determine the secant 
vkS . Simulat ion results show in-

adequacy of structure 
vkS . Hence, nonlinear dependence 

is between v  and y . Therefore , consider structure 
syvkS  

with 

 

   : ( ) ( )
vk sysy

vkk t v t S
, 

( )
( )

sgn( ( ))syvk

v t
k t

y t
  

 

where sgn( )  is the sign function. 

Results of simulat ion show that the structure 
syvkS  is 

linear for almost all 
syvkk . Therefore, we suppose that the 

dynamic law of the change ( )y  depends from 

sgn( ( ))y t . Th is inference is fair and for function 

   3sgn e t . So, we have the following law of for-

mation the hysteresis 

 

3 3sgn( ) sgn( )v e y e      .                 (18) 

 

Fulfils verification of the proposed structure of the hys-

teresis at the stage of parametric identificat ion. Here this 

problem is not considered. 

We examined RC-OTA chaotic oscillator [33] de-

scribed by the system of equations  

 

  

0.1

10 sgn sgn( ) ,

x x x

x



  

  

   
             (19) 

 

(0) 0, (0) 0, (0) 0x x    . 

 

The system (19) was integrated with a step 0.08s  . 

The spectrum of e igenvalues of system is 

 0.05 .99 ;0.05 .99 ; 10i i   . The system (19) is unstable. 

But the proposed approach identifies the structure of the 

hysteresis. Notice that the law (18) also is applicable for 

description RC-OTA of an oscillator. 
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VIII.  CONCLUSION 

The method of structural identification of dynamic sys-

tems with a hysteresis is developed. It is based on selec-

tion of the set containing the informat ion on properties of 

the nonlinear part system. On the basis of th is set is ob-

tained the virtual structure 
eyS  which  gives the solution 

of problem estimat ion to hysteresis structure. The concept 

of structural identifiability system at level 
eyS -structures 

is introduced. The demand of structural identifiability is 

the necessary condition of estimation the fo rm of hystere-

sis. Criteria allowing to estimate the structural identifia-

bility of system, are p roposed. The problem the selection 

of the class  hysteresis functions is solved. 

Procedure of structural identification hysteresis is de-

signed. Procedure implementation on the phenomenolog-

ical analysis of structure 
eyS  is based. We the phenome-

nological analysis understand as selection in 
eyS  features 

and the properties, allowing to identify the hysteresis. 

Nonlinearity has the features. Therefore, their identifica-

tion gives only the specific phenomenological analysis of 

structure
eyS . We show effectiveness of such approach. 

Algorithms of estimat ion structural parameters of the 

hysteresis are described. They are based on the transition 

in special structural space and the application of secant 

method virtual structures. We show that this approach 

adequate to estimate the parameters of the hysteresis is 

gives. The method of the structurally-frequency analysis 

for check of the obtained results and estimations is of-

fered. It g ives the representation of fragments structure 

eyS  in two p lanes and ensures conducting comparative 

the analysis of correspondence of parameters fragments. 

We show that the proposed methodology to unstable dy-

namical systems is applicable. 

In conclusion, we will note that the proposed approach 

to structural identification demands certain qualification 

from the researcher. 

REFERENCES 

[1] V.G. Shashiashvili, “Structural identification of nonlinear 
dynamic systems on set of the continuous block-oriented 

models,” in XII All-Russia conference on problems of con-

trol ARCPC-2014. Moscow on June, 16-19th, 2014. Mos-

cow: V.A. Trapeznikov Institute of Control Sciences, 

2014, pp. 3018-3028. 
[2] T.H.Van Pelt, and D.S. Bernstein, “Nonlinear system 

identification using Hammerstein and non-linear feedback 

models with piecewise linear static maps,” International 

journal control, 2001. vol. 74, no. 18, pp. 1807–1823. 

[3] W.J. Rugh, Nonlinear system theory: The Volterra/Wiener  
approach, The Johns Hopkins University Press, 1981.  

[4] G. Dimitriadis, Investigation of nonlinear aeroelastic 

systems. Thesis of degree the doctor of philosophy, Uni-

versity of Manchester, 2001. 
[5] G. Kerschen, K. Worden, A. Vakakis, and J. Golinval, 

“Past, present and future of nonlinear system identifica-

tion in structural dynamics,” Mechanical systems and sig-

nal processing,  2006, vol. 20, pp. 505–592. 

[6] R. Lin, and D.J. Ewins, “Location of localized stiffness 

non-linearity using measured modal data,” Mechanical 

systems and signal processing, 1995, vol. 9,pp. 329–339. 

[7] C.P. Fritzen, “Damage detection based on model updating 

methods,” Mechanical systems and signal processing,  

1998, vol. 12, pp. 163–186. 
[8] R. Pascual, I. Trendafilova, J.C. Golinval, and W. Heylen, 

“Damage detection using model updating and identifica-

tion techniques,” in Proceedings of the second interna-

tional conference on identification in engineering systems, 
Swansea, 1999. 

[9] I. Trendafilova,  V. Lenaerts, G. Kerschen, J.C. Golinval, 

and H. Van Brussel, “Detection, localization and identifi-

cation of nonlinearities in structural dynamics,” in Pro-

ceedings of the international seminar on modal analysis 
(ISMA), Leuven, 2000. 

[10] K. Worden, and G. Tomlinson, Nonlinearity in Structural 

Dynamics. Detection, Identification and Modelling, Insti-

tute of Physics Publishing, Bristol and Philadelphia, 2001. 

[11] J.S. Bendat, and A.G. Piersol, Random Data: Analysis and 
measurement procedures, third ed., Wiley Interscience, 

New York, 2010.  

[12] G. Kerschen, J.C. Golinval, and F.M. Hemez, “Bayesian 

model screening for the identification of non-linear me-

chanical structures,” Journal of vibration and acoustics,  
2003, vol. 125, pp. 389–397. 

[13] Y. Fan, and C.J. Li, “Non-linear system identification 

using lumped parameter models with embedded feedfor-

ward neural networks,” Mechanical systems and signal 
processing, 2002, vol. 16, pp. 357–372. 

[14] M. Peifer, J. Timmer, and H.U. Voss, “Nonparametric 

identification of nonlinear oscillating systems,” Journal of 

sound and vibration, 2003, vol. 267, pp. 1157–1167. 

[15] H. Yu, J. Peng, and Y. Tang, “Identification of Nonlinear 
Dynamic Systems Using Hammerstein-Type Neural Net-

work,” Mathematical problems in engineering, vol. 2014, 

article ID 959507, 9 p. 

[16] A.W. Smith, S.F. Masri, E.B. Kosmatopoulos, A.G. Chas-

siakos, and T.K. Caughey, “Development of adaptive 
modeling techniques for non-linear hysteretic systems,” 

International journal of non-linear mechanics, 2002, vol. 

37, is. 8, pp. 1435-1451. 

[17] J. Vörös, “Modeling and identification of hysteresis using 
special forms of the Coleman–Hodgdon model,” Journal 

of electrical engineering, 2009, vol. 60, no. 2, pp. 100–

105. 

[18] K. Worden, and G. Manson, “On the identification of 

hysteretic systems, Part I: an Extended Evolutionary 
Scheme,” in Proceedings of the IMAC-XXVIII February 

1–4, 2010, Jacksonville, Florida USA, 2010, 9p. 

[19] M. Peimani, M.J. Yazdanpanah, and N. Khaji,  “Parameter 

estimation in hysteretic systems based on adaptive least-

squares,” Journal of information systems and telecommu-
nication, 2013, vol. 1, no. 4, pp. 217-221. 

[20] Y. Tan, R. Dong, H. Chen, and H. He, “Neural network 

based identification of hysteresis in human meridian sy s-

tems,” Int. J. Appl. Math. Comput. Sci., 2012, vol. 22, no. 

3, pp. 685–694. 
[21] Y. Ding, B.Y. Zhao, and B. Wu, “Structural system iden-

tification with extended Kalman filter and orthogonal de-

composition of excitation,” Mathematical problems in en-

gineering, 2014, Vol. 2014, article ID 987694, 10 p. 
[22] K. Kuhnen, “Modeling, Identification and Compensation 

of Complex Hysteretic Nonlinearities: A Modified 

Prandtl-Ishlinskii Approach,” European journal of control,  

2003, vol. 9, pp. 407-418. 

[23] T. Furukawa, M. Ito, K. Izaw, and M.N. Noori, “System 
identification of base-isolated building using seismic 



 Structural Identification of Dynamic Systems with Hysteresis 13 

Copyright © 2016 MECS                                                               I.J. Intelligent Systems and Applications, 2016, 7, 1-13 

response data,” Journal of engineering mechanics, 2005. 

vol. 131, pp. 268-275. 

[24] Y. Ding, B.Y. Zhao, and B.Wu, “Structural system identi-

fication with extended Kalman filter and orthogonal de-

composition of excitation,” Mathematical problems in en-
gineering, 2014, vol. 2014, pp. 1-10. 

[25] N.N. Karabutov, Structural identification of static plants: 

Fields, structures, methods, URRS/Book house "Libro-

kom", Moscow, 2011. 
[26] N.N. Karabutov. “Structural identification of static pro-

cesses with hysteresis nonlinearities in civil engineering,” 

Journal of civil engineering and science, 2012, vol. 1, no. 

4, pp.22-29. 

[27] I.Е. Kazakov, and B.G. Doctupov, Statistical dynamics of 
nonlinear automatic systems, Fizmatgiz, Moscow, 1962. 

[28] V.D. Furasov, Stability of motion, estimation and stabili-

zation, Nauka, Moscow, 1977. 

[29] N.N. Karabutov, Structural identification of systems: the 

analysis of informational structures,  URRS/Book house 
"Librokom", Moscow, 2009. 

[30] N.N. Karabutov, “Structural identification of nonlinear 

static system on basis of analysis sector sets,” Interna-

tional journal of intelligent systems and applications,  

2014, vol. 6, no. 1, pp. 1-10. 
[31] G. Choquet, L'enseignement de la geometrie, Hermann, 

Paris, 1964. 

[32] N.N. Karabutov, “Structural identification of nonlinear 

dynamic systems,” International journal of intelligent sys-
tems and applications, 2015,vol. 7, no. 9, pp. 1-11. 

[33] L. Acho, “Hysteresis modeling and synchronization of a 

class of RC-OTA hysteretic-jounce-chaotic oscillators,” 

Universal journal of applied mathematics, 2013, vol. 1, 

no. 2, pp. 82-85. 

 

 

 

Authors’ Profiles 

 
Nikolay Karabutov is the professor of de-

partment Problem Control of Moscow tech-

nological University (Moscow state engi-
neering university of information technology, 

radio engineering, electronics), Moscow, 

Russia. Doctor of technical sciences, profes-

sor. 

The research areas are the automatic con-
trol theory, identification, adaptive control and decision-making.  

 

 

 
How to cite this paper: Nikolay Karabutov, "Structural Identi-

fication of Dynamic Systems with Hysteresis", International 

Journal of Intelligent Systems and Applications (IJISA), Vol.8, 

No.7, pp.1-13, 2016. DOI: 10.5815/ijisa.2016.07.01 

 


