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Abstract—The influence of exponentially increasing 

camera-embedded smartphones all around the world has 

magnified the importance of computer vision tasks, and 

gives rise to a vast number of opportunities in the field. 

One of the major research areas in this field is the 

extraction of text embedded in natural scene images. 

Natural scene images are the images taken from a camera, 

where the background is random, and the variety of 

colors used in the image may be diverse. When text is 

present in such type of images, it is usually difficult for a 

machine to detect and extract this text due to a number of 

parameters. This paper presents a technique that uses a 

combination of the Open Source Computer Vision 

Library (OpenCV) and the Convolutional Neural 

Networks (CNN), to extract English text from images 

efficiently. The CNN model is based on a two-stage 

pipeline that uses a single neural network to directly 

detect the characters in the scene images. It eliminates the 

unnecessary intermediate steps that are present in the 

previous approaches to this task making them slower and 

inaccurate, thereby improving the time complexity and 

the performance of the algorithm. 

 

Index Terms—Text Extraction, Deep Learning, OpenCV, 

natural scene images, CNN, Optical Character 

Recognition. 

 

I.  INTRODUCTION 

The extraction of text from natural scene images is a 

demanding task owing to the wide variations in the text 

properties such as font, alignment, orientation, size, style, 

lightning conditions, color, and a bunch of other 

parameters. Also, the natural scene images usually suffer 

from low resolution and low quality, perspective 

distortion, non-uniformity in illumination, and complex 

background [1]. Moreover, there is a lack of prior 

knowledge of the text features and the location of the text 

regions. All these factors contribute to the difficulty in 

recognizing text from such images.  

The primary reason behind performing this task is the 

fact that the natural scene images may contain important 

written information that may not be able to reach certain 

people due to a number of problems like visual 

impairment, language barrier, etc., or that may be needed 

to feed to a computer without explicitly typing the 

information [2]. There may be situations when we want 

to write down some information present in the form of 

text in a hard document, an image, or a video. We can 

just take a snap of the document from the smartphone’s 

camera and in a couple of seconds, the algorithm will 

extract all the text present in the document. This will save 

time as well as effort to write down the whole 

information manually. Thus, autonomous text extraction 

from an image could prove to be beneficial. Some major 

applications of this task include document retrieving, 

vehicle number plate detection, road signs detection (by 

smart cars), page segmentation, video content summary, 

and intelligent driving assistance, to name a few [3]. Self-

driving cars’ efficiency can be much improved if it 

knows more than just what is around it, like what is being 

written on destination boards or traffic signs of curves 

and diversion. It is also useful for providing assistance to 

visually impaired persons, thus improving magnificence 

of life for them. These are some of the greatest benefits 

of this task that can be beneficial for all. 

Now, the present OCR (Optical Character Recognition) 

techniques are able to attain exemplary accuracy on 

scanned images, i.e., images having text on a 

monotonous background. But, they still cannot extract 

text information accurately from images that are directly 

taken from a camera (i.e. natural scene images). In other 

words, the current OCR systems are able to handle text 

only with a monochrome background, where the text can 

easily be separated from the background, which is 

definitely not the case with natural scene images. On the 

other hand, the current techniques which can actually 

extract text from natural scene images still lack 

satisfactory accuracy. Thus, this research-based project 

tries to fill this gap by proposing a technique that uses a 

combination of the Open Source Computer Vision 

Library (OpenCV) and the Convolutional Neural 

Networks (CNN) for efficient text extraction. It also 

involves the study of different methods of text extraction 

from a given image, and a thorough comparison of their 

performances. 

The next section lists some of the past work done in 

this particular area, followed by our research and 

proposed methodology in section III, results in section IV, 

and finally conclusion in section V. 
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Fig.1. Some examples of images containing text information taken from the Total-Text-Dataset [18] 

II.  RELATED WORKS  

In layman’s terms, at the highest level, this process of 

extraction of text from scene images is divided into two 

sub-processes or steps: the first step is Scene text 

detection, followed by the second step, which is Scene 

text recognition [4] (Fig.2). 

 

 

Fig.2. The two most basic steps of text extraction process. 

In the text detection process, the locations where the 

text is present in the image are identified. This process is 

also known as text localization [5]. It is the most difficult 

task because of the aforementioned challenges. The pre-

processing of the image is done so as to make it suitable 

for feeding it to the feature detector model. The pre-

processing involves tasks such as converting the image to 

grayscale, defining a specific width and height for the 

image that is optimum for the feature detector in which it 

has to be sent into, detecting the edges in the image using 

edge-detectors such as the Canny edge detector, etc. 

After the regions in which the text is present have been 

identified, the next step is text recognition, i.e., 

recognizing the text information present in those regions. 

These regions of image are sent into deep learning 

models that are vigorously trained to recognize characters, 

and consequently words. Different models are present to 

implement this task, which will be discussed later. It 

requires a lot of data to train these models to recognize 

different styles, strokes, and spacing between the letters 

or numbers. 

The output of these models will have the words or 

characters that were present in the image. This can help 

us to know and record data in low memory (text instead 

of image) and share the main point in the random image 

that is selected.  

Now, the present OCR (Optical Character Recognition) 

[6] techniques are able to attain exemplary accuracy on 

scanned images, i.e. images having text on a monotonous 

background. But, they still cannot extract text 

information accurately from images that are directly 

taken from a camera, i.e. natural scene images. In other 

words, the current OCR systems are able to handle text 

only with a monochrome background, where the text can 

easily be separated from the background, which is 

definitely not the case with natural scene images.  Many 

researchers have done intensive research work in finding 

the methods for improving the accuracy of existing text 

recognition algorithms, but because of the immense 

variations seen in the natural scene images and the lack 

of prior knowledge of any kind of text features, it is still a 

challenging task to achieve almost perfect recognition 

rate. The next paragraph discusses some of the past work 

proposed or implemented in this area. 

There can be two types of approaches to this task of 

text detection: conventional approach and deep neural 

network based approach. The existing methods based on 

either approach are time consuming and not optimal due 

to the use of multiple stages and components in the 

process. The conventional approaches include techniques 

like Maximally Stable Extremal Regions (MSER) [15, 22] 

and Stroke Width Transform (SWT). These techniques 

generally use extremal region detection or edge detection 

to seek candidate characters in an image. The authors in 

[7] proposed an approach that employed a clustering 

method based on density values for the segmentation of 

candidate characters by combining color features of 
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character pixels and spatial connectivity. JiSoo Kim [8] 

proposed three text extraction techniques for natural 

scene images that were based on the intensity information 

of the input image. The 1
st
 technique is “Gray Value 

Stretching” that involves binarization of the image by 

calculating the average intensity of all the pixels. The 2
nd

 

technique introduces the “Split and Merge” approach, 

which is a popular algorithm for image segmentation. 

The 3
rd

 technique is derived from the amalgamation of 

the first two techniques. Busta et al. [9] made FASText (a 

fast scene text detector) by modifying the famous FAST 

key point detector which is used for stroke extraction. 

But, this technique was not as efficient as the ones based 

on deep neural networks. It lagged behind both in terms 

of accuracy and flexibility, especially in scenarios with 

low resolution. Coates et al. [10] introduced an 

unsupervised learning model that was integrated with a 

variation of the famous clustering algorithm, the K-

means clustering. This model extracts the local features 

of character patches, followed by pooling them on the 

basis of cascading sub-patch features. Lu et al. [11] 

proposed a method that describes a dictionary of basic 

shape codes, modeling the inner character structure, to 

perform word and consequently character retrieval on 

scanned documents, without OCR. Huang et al. [12] 

proposed a technique with a two pipeline structure. The 

first step was to deduce the candidate features using the 

concept of Maximally Stable Extremal Regions (MSER). 

The second step included the use of a convolutional 

neural network as a strong classifier. It was employed to 

suppress false positives, i.e., the regions that does not 

contain any text but are still positively detected by the 

algorithm. Mishra et al. [13] acquired an approach that 

involves the concept of conditional random field, to 

combine bottom-up character recognition and top-down 

word-level recognition. Based on the Scale-Invariant 

Feature Transform (SIFT), Smith et al. [14] built a model 

of text detection that amplified the posterior probability 

of similarity constraints by making use of integer 

programming. SIFT is a corner detection technique 

invented by D.Lowe in 2004 to overcome the limitations 

of Harris Corner Detector. Neumann et al. [15] used the 

idea of extremal regions to propose a real-time text 

detection and extraction technique. Liu et al. [16] merged 

three models for the text recognition in scene images. 

The three models are: 1). the Gabor-based appearance 

model for feature detection, 2). the similarity model, and, 

3). the Lexicon model.  

These were some of the major contributions to this 

field of text extraction that have set the bar high for new 

researchers and researches in the field. But, the best 

accuracy achieved till date is still not that great, and has a 

scope for improvement. 

 

III.  METHODOLOGY 

The authors have used a pre-trained deep learning 

model, the EAST text detector, for reference. EAST is 

short for “Efficient and Accuracy Scene Text” detection 

pipeline [17]. It is a fully-convolutional neural network 

proposed by Zhou et al. in 2017 in his paper “EAST: An 

Efficient and Accurate Scene Text Detector”. It is a 

model for determining the locations of text in natural 

scene images. The output of this model provides per-

pixel predictions for characters or words. The model has 

the ability of running in real-time at 13 frames per second 

on images with 720p resolution. Also, it has achieved 

state-of-the-art text localization accuracy. The structure 

of the EAST text detector is shown in Fig.3 as per Zhou 

et al. [17].  

 

 

Fig.3. Structure of the EAST text detector Fully Convolutional 
Network [17]. 

The CNN model is based on a two-stage pipeline that 

uses a single fully convolutional neural network to 

directly detect the characters in the scene images. The 

first stage includes feeding the image to the neural 

network. It directly detects the text regions in the image, 

eliminating the unnecessary intermediate steps that are 

present in the previous approaches [9, 23, 24, 25, 26] to 

this task making them slower and inaccurate, thereby 

improving the time complexity and the performance of 

the algorithm. The second stage is the Non-maximum 

suppression (NMS) stage which suppresses the multiple 

bounding boxes created around the same text region to 

just one box. This is the high level overview of the 

pipeline used.  
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Fig.4. (a). Original Image   (b). Converted to grayscale   (c). After applying Canny Edge Detection

Now, when it comes to computer vision tasks, there is 

nothing that can beat OpenCV as of now. It is a 

specialized open source library specifically designed for 

developing Computer Vision applications. 

The methodology presented in the paper combines 

both the state-of-the-art technologies for image 

processing, the Convolutional Neural Networks (CNN) 

and the OpenCV library. The aforementioned trained 

deep learning model is exploited using OpenCV 3.4.2. 

The already trained tensorflow model named 

“frozen_east_text_detection” is used as a reference for 

the new model. There are two output layers in the model. 

The first layer is a sigmoid convolution layer named 

“feature_fusion/Conv_7/Sigmoid”. This layer outputs the 

regional probability, specifying whether that region is 

containing text information. The second output layer is 

named “feature_fusion/concat_3” which determines and 

outputs the coordinates of the bounding boxes containing 

the text information. 

The trained model is loaded into memory by feeding it 

to the OpenCV using the cv2.dnn.readnet() method. Now, 

before feeding the image to the model, it is essential to 

preprocess the image in order to obtain accurate results. 

OpenCV provides different preprocessing features via its 

dnn module’s blobFromImage function, which performs 

Mean subtraction, scaling by some factor and channel 

swapping. 

Now, the above blob produced out of the image is set 

as the input to the model that was previously loaded. On 

performing a forward pass on the CNN model, it 

generates as output two feature maps from the two output 

layers that have been discussed above. The first tells the 

probability of a particular region containing text, while 

the second determines the coordinates of bounding boxes 

containing text in the input image. The model might have 

detected regions that are having very less probability of 

containing text. Such regions that does not have 

sufficiently high probabilities should be ignored. To 

perform this task, the algorithm loops over all the 

probability scores that were obtained as output from the 

model. The regions that have probability less than 0.5 are 

ignored, while the regions having probability more than 

0.5 are considered and the corresponding bounding box 

coordinates are plotted so as to obtain a box (rectangle) 

around the text. 

Now comes the process of text recognition. The 

regions having text in the image have been identified 

successfully at this stage. Those regions are now required 

to be fed into an OCR system. OCR stands for “Optical 

Character Recognition”. It is a system that converts the 

images containing text into machine-encoded text, thus 

recognizing the text present in the images. For the OCR 

to produce accurate results, instead of sending the natural 

scene images as it is, only those portions of the image are 

sent that contains the text information. This is because 

OCR can’t handle images with complex background, and 

struggles to differentiate text regions from non-text 

regions. Thus, preprocessing is done on the regions 

detected by the above deep learning model, in order to 

alienate the text elements from the background, thereby 

maximizing the efficiency and accuracy of OCR. The 

preprocessing includes techniques like BGR to grayscale 

conversion, and canny edge detection. 

In OCR, a CNN model is employed that analyze image 

for contrast of light and dark areas to recognize 

characters or numeric digits. The lines are segmented into 

words and then into characters. On getting the characters, 

the algorithm compares those characters with the data of 

predefined pattern images set. As a character is 

recognized, it is then converted into an ASCII code. 

This is the complete algorithm that the authors have 

adopted for the efficient text extraction. The following 

steps summarize the complete process in a high-level 

manner. 

 

Step#1: Input Image. 

Step#2: Preprocessing of the input image. 

Step#3: Text detection and localization using a fully 

convolutional neural network. 

Step#4: Preprocessing of the detected text regions. 

Step#5: Text recognition using another CNN model 

(OCR). 

 

Now, after going through the complete process, the 

authors realized that this segmentation of work in two 

segment pipeline of detection and recognition can be 

achieved under a single network where: (1). end to end 

recognition is converted into a spatial transformer 

network in a semi supervised way which is a part of a 

major deep neural network (DNN), and, (2). the later part 

of the network is then trained for recognition of the 

characters in the text. A CNN model is built that takes an 
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input feature map A and perform spatial recognition on 

the image and produce two output map that gives the 

probability and location of the text in the image, 

respectively. The output maps are than fed to other 

algorithms for image sampling. The sampled image is 

then passed into another CNN model for recognition of 

the text from the predefined data set. This is known as 

OCR. The two models can be named as localization 

networks and recognition networks for the sake of ease of 

understanding how the networks are going to behave and 

in what fashion. 

 

IV.  PERFORMANCE EVALUATION 

There are two quantities, namely Precision Rate and 

Recall Rate, which are generally used to measure the 

performance of the algorithm in the task of text 

extraction. The precision rate is the ratio of the number of 

correctly detected words to the sum of the number of 

correctly detected words and false positives. False 

positives are the regions of the image that do not contain 

any text but still have been recognized by the algorithm. 

 
correctly detected words

% Precision Rate 100
correctly detected words false positives

 
  

 

The recall rate is the ratio of the number of correctly 

detected words to the sum of the number of correctly 

detected words and false negatives. False negatives are 

the regions of the image that do actually contain text but 

haven’t been recognized by the algorithm [3]. 

 
correctly detected words

% Recall Rate 100
correctly detected words false negatives

 
  

 

This approach can also be used for individual 

characters rather than words, if the image doesn't contain 

complete words. These quantities are calculated to 

determine the efficiency of the algorithm. 

Table 1. Performance Comparison of different text extraction 
techniques 

S.No. Author 
% Precision 

Rate 

% Recall 

Rate 

1. Xiaoqing Liu et al. [16] 96.6 91.8 

2. Xu-cheng yin et al. [19] 68.5 82.6 

3. JiSoo Kim et al. [8] 72.6 69.4 

4. Fang Liu et al. [7] 75 81 

5. Xiaoqian Liu et al. [20] 65 63 

6. Yi-Feng Pan et al. [21] 68 69 

7. Ours 88.3 76.8 

 

The proposed OpenCV implementation achieved a 

precision rate of 88.3% and a recall rate of 76.8%. This 

implies that the model is capable of not producing 

considerable false positives, but may sometimes 

encounter false negatives, i.e., may not detect regions 

actually containing text. Table 1 gives the performance 

comparison of different text extraction techniques. Some 

of the images that the algorithm produced are shown in 

Fig.5. The bounding boxes around the text are accurately 

generated, and the algorithm also performed well on 

noisy images. 

 

 

Fig.5. The original images fed to the model on the left side and the 
output images with bounding text boxes on right side. 

The accuracy obtained is quite satisfactory, 

considering the wide variety of images present in the 

used dataset. However, it has some basic limitations. The 

first limitation is that the algorithm cannot detect text that 

is not horizontally aligned as it cannot produce rotated 

bounding boxes. Another limitation is that it cannot 

detect text that is embedded in a circular manner. But 

these limitations can be easily resolved in future. 

 

V.  CONCLUSION 

The paper presented an efficient technique of text 

extraction from natural scene images, i.e., the images 

directly taken from a camera, having a random 

background and a diverse variety of colors. There are a 

number of significant applications of this task, including 

document retrieving, vehicle number plate detection, road 

signs detection (by smart cars), page segmentation, 

assistance to visually impaired persons, video content 

summary, and intelligent driving assistance, to name a 

few. There exists a number of techniques for text 

extraction, each having its own set of strengths and 

limitations. There is no single algorithm that works for 

all the applications due to the wide variations in the type 

of natural images.  

The proposed technique is efficient in producing text 

predictions on images having horizontally-aligned text. A 

single convolutional neural network based on the EAST 
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text detector [17] is employed for the detection task. For 

the recognition part, another CNN model is trained which 

produces excellent results when proper preprocessing of 

the image is done before feeding it to the network. 

The future research may possibly include overcoming 

the limitations of this implementation, i.e. its inability to 

detect text in images that are not horizontally aligned or 

images where the text is not in a straight line. Also, this 

approach can be extended from images to videos, which 

are nothing but a series of images. Moreover, a 

smartphone application can be built that can detect and 

extract text from camera-captured images (or videos) in 

real-time. 
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